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## Introduction

In this paper we present general techniques for demonstrating the stability of solutions of the equilibrium equations of nonlinear elasticity under the constitutive assumption of polyconvexity. Our approach extends and unifies ideas from the classical field theory of the calculus of variations and shows that a sufficient condition for stability is that there exists a solution to a certain generalised Hamilton-Jacobi differential inequality. Using this approach we show that for a large class of polyconvex stored energy functions all equilibria are strong local minimisers with respect to variations of sufficiently small support.

Let $\Omega \subset \boldsymbol{R}^{m}$ be bounded and open. To any given map $u: \Omega \rightarrow \boldsymbol{R}^{n}$ we associate an energy

$$
\begin{equation*}
E(\boldsymbol{u})=\int_{\Omega} L(\boldsymbol{x}, \boldsymbol{u}(x), \nabla \boldsymbol{u}(x)) d x \tag{1}
\end{equation*}
$$

It is well known that any smooth minimiser of $E$ satisfies the corresponding Euler-Lagrange equations:

$$
\begin{equation*}
\frac{\partial}{\partial x^{\alpha}}\left(\frac{\partial L}{\partial u_{,}^{i}}(x, u, \nabla u)\right)=\frac{\partial L^{i}}{\partial u}(x, u, \nabla u), \quad \forall x \in \Omega, \quad i=1,2, \ldots, n . \tag{2}
\end{equation*}
$$

We define the set of admissible maps

$$
\begin{equation*}
A_{\varepsilon}=\left\{\boldsymbol{u} \in W^{\mathbf{1}, p}\left(\Omega ; \boldsymbol{R}^{n}\right):\left\|\boldsymbol{u}-\boldsymbol{u}_{0}\right\|_{C}<\varepsilon,\left.u\right|_{\partial \Omega}=\left.\boldsymbol{u}_{0}\right|_{\partial \Omega}\right\} \tag{3}
\end{equation*}
$$

and consider the question of whether a given solution $u_{0}$ of (2) is a strong local minimiser of $E$ in the sense that $u_{0}$ minimises $E$ on $A_{\varepsilon}$ for some $\varepsilon>0$ (where we use $\|\cdot\|_{C}$ to denote the supremum norm on the space of continuous functions on $\bar{\Omega}$ ). We study this question in two cases: first when $L(x, u,$.$) is strictly convex, and second$ in the case of finite elasticity (which corresponds to taking $L(\boldsymbol{x}, \boldsymbol{u}, \nabla \boldsymbol{u})=W(\boldsymbol{x}, \nabla \boldsymbol{u})$ ), where we make the constitutive assumption that $W$, the stored energy function of the material, is polyconvex (see § 3 ).

This problem has been studied in the case when $m$ or $n$ equals 1 and $L(x, u,$.
is strictly convex in the beautiful work of Hilbert, Weierstrass, Jacobi, and many others, and is collectively referred to as the field theory of the calculus of the variations (see e.g. Bliss [5], Bolza [4)], Cesari [6] and the references therein). The case where $m$ and $n$ are arbitrary and $L(x, u,$.$) is convex is treated elegantly$ in the work of WEYL [14] (see also RUND [11] for further references). Unfortunately, the methods employed by these authors rely heavily on the convexity of $L$ and do not apply to polyconvex integrands of the type often encountered in finite elasticity.

The idea underlying our treatment of the convex case is most easily demonstrated in one dimension with $m=n=1$ and $\Omega=(0,1)$ if we consider the problem of showing that a given solution $u_{0}$ of (2) minimises $E(u)$ (given by (1)) on

$$
\begin{equation*}
\mathscr{A}_{\varepsilon}=\left\{u \in W^{1,1}(0,1): u(0)=u_{0}(0), u(1)=u_{0}(1),\left\|u-u_{0}\right\|_{C}<\varepsilon\right\} \tag{4}
\end{equation*}
$$

for some $\varepsilon>0$. Our approach is to try to construct a $C^{3}$ function $S(x, u(x))$ with the following properties

$$
\begin{equation*}
L\left(x, u, u^{\prime}\right) \geqq \frac{d}{d x} S(x, u)=\frac{\partial S}{\partial x}(x, u)+\frac{\partial S}{\partial u}(x, u) u^{\prime} \quad \forall u \in \mathscr{A}_{\varepsilon}, \quad x \in(0,1) \tag{i}
\end{equation*}
$$

(ii)

$$
\begin{align*}
L\left(x, u_{0}(x), u_{0}^{\prime}(x)\right)=\frac{d}{d x} S\left(x, u_{0}(x)\right)= & \frac{\partial S}{\partial x}\left(x, u_{0}(x)\right)+\frac{\partial S}{\partial u}\left(x, u_{0}(x)\right) u_{0}^{\prime}(x)  \tag{5}\\
& x \in(0,1) \tag{6}
\end{align*}
$$

for some $\varepsilon>0$. Clearly if such an $S$ exists then $u_{0}$ is a strong local minimiser of $E$ since $\int_{0}^{1} \frac{d S}{d x}(x, u) d x$ is constant on $\mathscr{A}_{\varepsilon}$ and equal to $E\left(u_{0}\right)$ by (6).

In order that $S$ satisfy (i) it is necessary and sufficient that it satisfy the partial differential inequality

$$
\begin{equation*}
0 \geqq \frac{\partial S}{\partial x}(x, u)+H\left(x, u, \frac{\partial S}{\partial u}(x, u)\right) \quad x \in(0,1), \quad \forall u \in \mathscr{A}_{\varepsilon} \tag{7}
\end{equation*}
$$

where the function

$$
H\left(x, u, \frac{\partial S}{\partial u}\right)=\operatorname{Sup}_{F}\left\{\frac{\partial S}{\partial u} F-L(x, u, F)\right\}
$$

is the Legendre transform of $L$ with respect to its third argument and is often referred to as the Hamiltonian. Inequality (7) is an easy consequence of (5) since given any $x \in(0,1)$ and $u, F \in \boldsymbol{R}$ with $\left|u-u_{0}(x)\right|<\varepsilon$, there exists a $C^{1} \bar{u}$ in $\mathscr{A}_{\varepsilon}$ satisfying $\bar{u}(x)=u, \bar{u}^{\prime}(x)=F$. (For example, just choose $\bar{u}$ to be an appropriate polynomial.) Hence, for fixed $x$ and $u$, (5) holds for any $F=u^{\prime}$ and (7) follows. We will refer to (7) as the Hamilton-Jacobi inequality (expression (7) with equality for all $x$ is often referred to as the Hamilton-Jacobi equation in the calculus of variations or the Hamilton-Jacobi-Bellman equation in dynamic programming). A related approach, known as a verification technique, is used by Vinter \& Lewis [17] in the context of control theory. Since (6) is only a deriva-
tive along the graph of $u_{0}$ it is not surprising that in general there can be infinitely many solutions of (6) and (7).

Example. Let $L\left(x, u, u^{\prime}\right)=\left(u^{\prime}\right)^{2}+u^{2}$ and let $u_{0}(x) \equiv 0$; then since $L(x, u, F) \geqq k u F$ for any $k \in[-2,2], S(x, u)=k \frac{u^{2}}{2}$ satisfies (5) and (6) for any $k \in[-2,2]$. In this case (7) becomes

$$
0 \geqq \frac{\partial S}{\partial x}+\frac{1}{4}\left(\frac{\partial S}{\partial u}\right)^{2}-u^{2}
$$

and $S(x, u)$ solves the Hamilton-Jacobi equation only if $k= \pm 2$.
Hence in order to prove that $u_{0}$ is a strong local minimiser of $E$ it is sufficient to prove that there exists a solution of the differential inequality (7) that satisfies the boundary condition (6). The main point is that we have only to solve a differential inequality and not an equation, an observation which allows us to treat higher dimensional problems.

To construct a solution of (6) and (7) we show first in § 2.1, using an observation from Weyl [14], that we can assume without loss of generality that $u_{0} \equiv 0$ and that $L\left(x, u, u^{\prime}\right)$ and $S(x, u)$ are of quadratic or higher order in $u$ and $u^{\prime}$, i.e. that

$$
\begin{equation*}
L(x, 0,0)=L, 2(x, 0,0)=L, 3(x, 0,0)=0 \tag{8}
\end{equation*}
$$

and that

$$
\begin{equation*}
S(x, 0)=\frac{\partial S}{\partial u}(x, 0)=0 \quad \forall x \in[0,1] \tag{9}
\end{equation*}
$$

where $L_{i}$ denotes the partial derivative of $L$ with respect to its $i^{\text {th }}$ argument. Since $u_{0} \equiv 0$ it now follows that the boundary condition (6) is automatically satisfied. Hence we only require to solve the differential inequality (7) for $\left|u-u_{0}\right|=|u|<\varepsilon$ sufficiently small. In Lemma 2.2 we show, that as a consequence of (8), the corresponding Hamiltonian is of quadratic or higher order in $u$ and $\frac{\partial S}{\partial u}$, i.e. that

$$
\begin{equation*}
H(x, 0,0)=H,,_{2}(x, 0,0)=H,,_{3}(x, 0,0)=0 \quad \forall x \in[0,1] \tag{10}
\end{equation*}
$$

We are now in a position to solve (7) using an expansion argument. First note that by (9)

$$
\begin{equation*}
S(x, u)=\frac{1}{2} \pi(x) u^{2}+E(x, u) \tag{11}
\end{equation*}
$$

where $E(x, u)$ is $O\left(|u|^{3}\right)$ for small $u$. Now, using (10) and (11), expand (7) in a Taylor series in $u$ to give

$$
\begin{aligned}
0 \geqq & \frac{1}{2}\left[\pi^{\prime}(x)+H,_{22}(x, 0,0)+2 H,_{23}(x, 0,0) \pi(x)+H,,_{33}(x, 0,0) \pi^{2}(x)\right] u^{2} \\
& +\bar{E}(x, u)
\end{aligned}
$$

where the error term $\bar{E}$ is also $O\left(|u|^{3}\right)$. Clearly, in order that $S$ satisfy (7) for $|u|$ sufficiently small, it is necessary that $\pi(x)$ satisfy

$$
\begin{equation*}
0 \geqq \pi^{\prime}(x)+H,,_{22}(x, 0,0)+2 H,_{23}(x, 0,0) \pi(x)+H_{: 33}(x, 0,0) \pi^{2}(x) \tag{12}
\end{equation*}
$$

on $(0,1)$ and a sufficient condition for $S(x, u)=\frac{1}{2} \pi(x) u^{2}$ to satisfy (7) for $|u|$ sufficiently small is that $\pi(x)$ satisfy (12) with strict inequality on [0, 1]. It can be shown that in this one-dimensional case the existence of a solution $\pi(x)$ of (12) on $[0,1]$ is exactly equivalent to the nonexistence of conjugate points in the sense of Jacobi (see also Remarks 2.7 and 2.8).

In § 1 we generalise the ideas outlined above to higher dimensional problems by use of null Lagrangians $N(\boldsymbol{x}, \boldsymbol{u}, \nabla \boldsymbol{u})$ : these are the natural analogues of the functions $\frac{d S}{d x}(x, u)$ used in the one-dimensional case and are integrands with the property that $\mathscr{F}(\boldsymbol{u})=\int_{\Omega} N(\boldsymbol{x}, \boldsymbol{u}, \nabla \boldsymbol{u}) d x$ is constant on all maps $\boldsymbol{u}$ that agree on $\partial \Omega$. A complete description of these Lagrangians in terms of arbitrary potentials follows, for example, from Olver \& Sivaloganathan [10] and is given in Theorem 1.2.

An analogue of the differential inequality (7) then follows in this higher dimensional case when one tries to choose $N(\boldsymbol{x}, \boldsymbol{u}, \nabla \boldsymbol{u})$ such that
(i) $L(x, u, \nabla \boldsymbol{u}) \geqq N(\boldsymbol{x}, \boldsymbol{u}, \nabla \boldsymbol{u}) \quad \forall \boldsymbol{u} \in A_{\boldsymbol{e}}, \quad \forall \boldsymbol{x} \in \Omega$,
(ii) $L\left(x, u_{0}(x), \nabla u_{0}(x)\right)=N\left(x, u_{0}(x), \nabla u_{0}(x)\right) \quad \forall x \in \Omega$.

Hence we require that the generalised Hamilton-Jacobi differential inequality

$$
\begin{equation*}
0 \geqq \operatorname{Sup}_{F}\{N(x . \boldsymbol{u}, F)-L(x, \boldsymbol{u}, F)\} \quad \forall \boldsymbol{u} \in A_{\varepsilon}, \quad \boldsymbol{x} \in \Omega \tag{15}
\end{equation*}
$$

holds. An explicit form for this differential inequality in terms of arbitrary potentials is given in Proposition 1.3 and is the natural analogue of (7) in the higher dimensional setting.

Our problem therefore is to construct solutions $N(x, u, F)$ to (15) which satisfy the boundary condition (14). In Theorem 2.4 we prove that this problem is always locally solvable in the case when $L(x, u,$.$) is strictly convex, and hence that u_{0}$ is a strong local minimiser in the small: in other words, given $x_{0} \in \Omega, u_{0}$ is a strong local minimiser with respect to variations with sufficiently small support around $\boldsymbol{x}_{0}$. This result is implied in the work of Weyl [14] but our approach has the advantage of being direct and avoids the problem of solving the HamiltonJacobi equation. We also give sufficient conditions, in Theorem 2.5, for $\boldsymbol{u}_{0}$ to be a strong local minimiser (i.e. with no restriction on the support of the admissible variations).

In § 3 we present our main results for non-convex problems when we consider the case of finite elasticity. We make the constitutive assumption that $L(\boldsymbol{x}, \boldsymbol{u}, \nabla \boldsymbol{u})$ $=W(\boldsymbol{x}, \nabla \boldsymbol{u})$, the stored energy function of the material, is uniformly polyconvex in the sense that

$$
\begin{equation*}
W(x, F)=x|F|^{2}+\bar{W}(x, F) \quad \text { for some } x>0, \quad \forall F \in M^{n \times n}, \tag{16}
\end{equation*}
$$

where $\bar{W}(x,$.$) is polyconvex. (Stored energy functions of this type are uniformly$ strictly quasiconvex in the sense of Evans [8].) In this case we prove that the corresponding Hamilton-Jacobi inequality is always locally solvable and hence that any smooth equilibrium for such a stored energy function is a strong local minimiser in the small (Theorem 3.2). Our construction of this local solution is indirect, relying on the use of a comparison functional and an observation from Sivaloganathan [13] (see Remark 3.6). The arguments used are outlined at the beginning of §3. Remark 3.6 also indicates a direct approach to solving (15) in the polyconvex case.

We remark finally that it would be interesting to incorporate the conditions of quasiconvexity or strong ellipticity (rather than the stronger condition of polyconvexity) into a set of sufficient conditions for a strong local minimiser (the techniques of [13] may offer an approach to this problem).

Notation. Throughout this paper $\Omega \subset \boldsymbol{R}^{m}, m \geqq 1$, will denote a bounded domain with $C^{1}$ boundary. Given any map $u$ in the Sobolev space $W^{1, p}\left(\Omega ; \boldsymbol{R}^{n}\right)$, $p, n \geqq 1$, we write

$$
\|\boldsymbol{u}\|_{1, p}=\|\boldsymbol{u}\|_{p}+\|\nabla \boldsymbol{u}\|_{p}
$$

where

$$
\|\boldsymbol{w}\|_{p}= \begin{cases}\left(\int_{\Omega}|\boldsymbol{w}|^{p}\right)^{\frac{1}{p}} & \text { if } 1 \leqq p<\infty \\ \operatorname{ess} \sup |\boldsymbol{w}| & \text { if } p=\infty\end{cases}
$$

Throughout this paper we will assume that $p>m$ so that by the Sobolev embedding theorem $W^{1, p}\left(\Omega ; R^{n}\right)$ is compactly embedded in $C\left(\bar{\Omega} ; \boldsymbol{R}^{n}\right)$. Given $u \in$ $C\left(\bar{\Omega} ; R^{n}\right)$ we write

$$
\|\boldsymbol{u}\|_{C}=\operatorname{Sup}_{x \in \Omega}|\boldsymbol{u}(\boldsymbol{x})|
$$

We will make the following abbreviations:

$$
\begin{aligned}
L^{p}(\Omega) & =L^{p}\left(\Omega ; R^{n}\right), \\
W^{1, p}(\Omega) & =W^{1, p}\left(\Omega ; R^{n}\right), \\
C(\bar{\Omega}) & =C\left(\bar{\Omega} ; R^{n}\right)
\end{aligned}
$$

## § 1. The Field Theory of the Calculus of Variations and the Generalised Hamilton-Jacobi Inequality

Let the Lagrangian

$$
\begin{equation*}
L: \overline{\boldsymbol{\Omega}} \times \boldsymbol{R}^{n} \times \boldsymbol{R}^{m \times n} \rightarrow R \tag{1.1}
\end{equation*}
$$

be $C^{3}$ on its domain of definition and define the integral functional $E: W^{1, p}(\Omega) \rightarrow R$ by

$$
\begin{equation*}
E(\boldsymbol{u})=\int_{\Omega} L(\boldsymbol{x}, \boldsymbol{u}, \nabla \boldsymbol{u}) d x \tag{1.2}
\end{equation*}
$$

Throughout this paper $u_{0} \in C^{2}(\bar{\Omega})$ will denote a solution of the Euler-Lagrange equations for $E$, namely

$$
\begin{equation*}
\frac{\partial}{\partial x^{\alpha}}\left(\frac{\partial L}{\partial u_{,}^{i}}(x, u, \nabla u)\right)=\frac{\partial L}{\partial u^{i}}(x, u, \nabla \boldsymbol{u}) \quad \forall x \in \Omega, \quad i=1,2, \ldots, n . \tag{1.3}
\end{equation*}
$$

In this paper we consider the Dirichlet problem (i.e. the displacement boundaryvalue problem), but a fortiori the results apply to mixed problems. We will consider in particular the question of whether $\boldsymbol{u}_{0}$ is a minimiser of $E$ on the set of admissible maps $A$, where

$$
\begin{equation*}
A \subseteq\left\{\boldsymbol{u}: \boldsymbol{u}-\boldsymbol{u}_{0} \in W_{0}^{1, p}(\Omega)\right\}, \quad p>m \tag{1.4}
\end{equation*}
$$

The choice of $A$ will vary depending on the nature of the stability of $u_{0}$ which we are trying to prove. For example, in proving Theorem 2.4 we take $A$ to be given by (2.3) and in proving Theorem 2.5 we take $A$ to be given by (2.4).

The idea behind our proofs of these results is contained in an observation from Sivaloganathan [13] that a necessary and sufficient condition for $\boldsymbol{u}_{0}$ to minimise $E$ on $A$ is that there exists a functional $\mathscr{F}: A \rightarrow \boldsymbol{R}$ satisfying

$$
\begin{array}{ll}
E(u) & \geqq \mathscr{F}(u) \quad \forall u \in A \\
\mathscr{F}(u) \geqq \mathscr{F}\left(u_{0}\right) \quad \forall \boldsymbol{u} \in A  \tag{1.6}\\
\mathscr{F}\left(u_{0}\right)=E\left(u_{0}\right) .
\end{array}
$$

(The proof of this result is trivial if such an $\mathscr{F}$ exists; conversely, choose $\mathscr{F} \equiv E$.)
The field theory approach is to choose $\mathscr{F}$ to be the integral of a null Lagrangian: in other words choose $\mathscr{F}$ to be an integral functional which is constant on the admissible set (see also $\S 3$ where we do not make this assumption). Null Lagrangians have been studied by many authors; see, for example, Edelen [19] or Ball, Currie \& Olver [21] and the references therein. We next make precise this notion of a null Lagrangian.

Definition 1.1. We say that the $C^{1}$ function $N: \bar{\Omega} \times \boldsymbol{R}^{n} \times \boldsymbol{R}^{m \times n} \rightarrow \boldsymbol{R}$ is a null Lagrangian if and only if

$$
\begin{equation*}
\mathscr{F}(\boldsymbol{u})=\int_{\Omega} N(\boldsymbol{x}, \boldsymbol{u}(\boldsymbol{x}), \nabla \boldsymbol{u}(\boldsymbol{x})) d x \tag{1.8}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\mathscr{F}(\boldsymbol{u}+\boldsymbol{\varphi})=\mathscr{F}(\boldsymbol{u}) \quad \forall \boldsymbol{u} \in C^{1}(\bar{\Omega}), \quad \forall \boldsymbol{\varphi} \in W_{0}^{1, p}(\Omega) \tag{1.9}
\end{equation*}
$$

This definition differs slightly from that given in Olver \& Sivaloganathan [10] in which it is only required that (1.9) holds for $\varphi \in C_{0}^{\infty}(\Omega)$ : the fact that the two definitions are equivalent follows, for example, from Theorem 1.2, the continuity of Jacobian determinants (see Dacorogna [7]) and a density argument.

The idea of the field theory is to try to satisfy (i)-(iii) by choosing the null Lagrangian $N(\boldsymbol{x}, \boldsymbol{u}(\boldsymbol{x}), \nabla \boldsymbol{u}(\boldsymbol{x}))$ so that

$$
\begin{equation*}
L(\boldsymbol{x}, \boldsymbol{u}(x), \nabla \boldsymbol{u}(x)) \geqq N(x, \boldsymbol{u}(x), \nabla \boldsymbol{u}(x)) \quad \forall \boldsymbol{u} \in A, \quad \forall x \in \Omega, \tag{i}
\end{equation*}
$$

(ii) $\quad L\left(x, u_{0}(x), \nabla \boldsymbol{u}_{0}(x)\right)=N\left(x, \boldsymbol{u}_{0}(x), \nabla \boldsymbol{u}_{0}(x)\right) \quad \forall x \in \Omega$.

A first step toward effecting this construction is to describe the set of all null Lagrangians in terms of the Jacobian determinants

$$
\begin{equation*}
J_{k}^{\alpha}=\frac{\partial\left(u^{\alpha_{1}}, u^{\alpha_{2}}, \ldots, u^{\alpha_{r}}\right)}{\partial\left(x^{k_{1}}, x^{k_{2}}, \ldots, x^{k_{r}}\right)} \tag{1.12}
\end{equation*}
$$

where

$$
\begin{align*}
& x=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{r}\right),  \tag{1.13}\\
& k=\left(k_{1}, k_{2}, \ldots, k_{r}\right), \tag{1.14}
\end{align*}
$$

have positive integer entries and $r \leqq \min (m, n)$. Given $\alpha$ as in (1.13) and $\boldsymbol{M} \in \boldsymbol{R}^{r+1}$, where

$$
\begin{equation*}
\boldsymbol{M}=\left(m_{\mathbf{1}}, m_{2}, \ldots, m_{r+1}\right) \tag{1.15}
\end{equation*}
$$

has positive integer entries satisfying

$$
1 \leqq m_{1}<m_{2}<\ldots<m_{r+1} \leqq m
$$

we define the corresponding null divergence $N_{M}^{\alpha}(x, u, \nabla \boldsymbol{u})$, taking values in $\boldsymbol{R}^{m}$, by

$$
\left(N_{M}^{\alpha}\right)_{i}= \begin{cases}0 & \text { if } i \neq m_{s} \text { for some } s  \tag{1.16}\\ (-1)^{s-1} J_{M_{s}}^{\alpha} & \text { if } i=m_{s} \text { for some } s,\end{cases}
$$

where $M_{\hat{s}} \in \boldsymbol{R}^{\boldsymbol{r}}$

$$
M_{\hat{s}}=\left(m_{1}, m_{2}, \ldots, m_{s-1}, m_{s+1}, \ldots, m_{r+1}\right) .
$$

The following characterisation of null Lagrangians can be found in the proof of Theorem 7 of Olver \& Sivaloganathan [10] (see also Olver [9]).

Theorem 1.2. Suppose that $\Omega \subset \boldsymbol{R}^{m}$ is star shaped. Then the $C^{1}$ function $N: \bar{\Omega} \times \boldsymbol{R}^{n} \times \boldsymbol{R}^{m n} \rightarrow \boldsymbol{R}$ is a null Lagrangian if and only if

$$
\begin{equation*}
N(x, u, \nabla u)=\operatorname{Div}\left[P_{0}(x, u)+\sum_{\alpha, M} P_{M}^{\alpha}(x, u) N_{M}^{\alpha}\right] \quad \forall u \in C^{1}(\Omega) \tag{1.17}
\end{equation*}
$$

for some $C^{1}$ functions $P_{M}^{\alpha}\left(.\right.$, .) and some $C^{1} \boldsymbol{R}^{m}$ vector-valued map $\boldsymbol{P}_{0}(.,$.$) .$
If we expand the right-hand side of (1.17) we obtain for $N$ the expression

$$
\begin{equation*}
\frac{\partial P_{0}^{\beta}}{\partial x^{\beta}}+\frac{\partial P_{0}^{\beta}}{\partial u^{i}} u_{, \beta}^{i}+\sum_{\alpha, M} \frac{\partial P_{M}^{\alpha}}{\partial x^{m_{s}}}\left(N_{M}^{\alpha}\right)_{m_{s}}+\frac{\partial P_{M}^{\alpha}}{\partial u^{\beta}} J_{M}^{\alpha+}, \tag{1.18}
\end{equation*}
$$

where $\alpha^{+}=\left(\beta, \alpha_{1}, \alpha_{2}, \ldots, \alpha_{r}\right)$. On use of this result the next proposition is immediate.

Proposition 1.3. The null Lagrangian $N(\boldsymbol{x}, \boldsymbol{u}, \nabla \boldsymbol{u})$ satisfies (1.10), (1.11) if and only if it satisfies the generalised Hamilton-Jacobi differential inequality

$$
\begin{equation*}
0 \geqq \frac{\partial P_{0}^{\beta}}{\partial x^{\beta}}(x, u)+H\left(x, u, \nabla_{x, u} P_{M}^{x}, \nabla_{u} P_{0}\right) \quad \forall x \in \Omega, \quad \forall u \in A, \tag{1.19}
\end{equation*}
$$

together with the boundary condition

$$
\begin{equation*}
L\left(x, u_{0}(x), \nabla \boldsymbol{u}_{0}(x)\right)=N\left(x, u_{0}(x), \nabla u_{0}(x)\right) \quad \forall x \in \Omega \tag{1.20}
\end{equation*}
$$

where $\nabla_{x, u} P_{M}^{\alpha}$ denotes first-order partial derivatives of the $P_{M}^{\alpha^{\prime} s}$ with respect to $\boldsymbol{x}$ and $\boldsymbol{u}, \nabla_{\boldsymbol{u}} \boldsymbol{P}_{0}$ denotes first-order partial derivatives of $\boldsymbol{P}_{0}$ with respect to $\boldsymbol{u}$, and

$$
\begin{align*}
& H\left(x, \boldsymbol{u}, \nabla_{x, u} P_{\boldsymbol{M}}^{\alpha}, \nabla_{\boldsymbol{u}} \boldsymbol{P}_{0}\right) \\
& \quad=\operatorname{Sup}_{\boldsymbol{F}=\nabla \boldsymbol{u}}\left\{\frac{\partial P_{i}^{\beta}}{\partial u^{i}} u_{, \beta}^{i}+\sum_{\alpha, \boldsymbol{M}} \frac{\partial P_{M}^{\alpha}}{\partial x^{m_{s}}}\left(N_{M}^{\alpha}\right)_{m_{s}}+\frac{\partial P_{M}^{\alpha}}{\partial u^{\beta}} J_{\boldsymbol{M}}^{\alpha+}-L(x, u, \nabla u)\right\} \tag{1.21}
\end{align*}
$$

is the generalised Hamiltonian.
Proof. To derive (1.19), observe that given $\boldsymbol{x} \in \boldsymbol{R}^{m}, \boldsymbol{u} \in \boldsymbol{R}^{n}$ and any $F \in M^{m \times n}$, there exists a $C^{1} \bar{u}(x)$ in $A$ satisfying $\bar{u}(x)=u, \nabla \bar{u}(x)=F$. Hence, for fixed $x, u$, (1.10) holds for all $F \in M^{m \times n}$ (with $N$ given by (1.18)). Expression (1.19) then follows.

## § 2. The Convex Case

In this section we focus on the case in which the Lagrangian $L(x, \boldsymbol{u}, \nabla \boldsymbol{u})$ is strictly convex in $\nabla \boldsymbol{u}$. In fact we will make the stronger assumption throughout this section that the Hessian of $L$ with respect to $\nabla \boldsymbol{u}$ is strictly positive definite; this corresponds to the case considered by Weyl [14]. Again

$$
\begin{equation*}
E(\boldsymbol{u})=\int_{\Omega} L(\boldsymbol{x}, \boldsymbol{u}, \nabla \boldsymbol{u}) d x \tag{2.1}
\end{equation*}
$$

and $u_{0} \in C^{2}(\bar{\Omega})$ denotes a solution of

$$
\begin{equation*}
\frac{\partial}{\partial x^{\alpha}}\left(\frac{\partial L}{\partial u,_{\alpha}^{i}}(x, \boldsymbol{u}, \nabla \boldsymbol{u})\right)=\frac{\partial L}{\partial u^{i}}(x, \boldsymbol{u}, \nabla \boldsymbol{u}) \quad \forall x \in \Omega, \quad i=1,2, \ldots, n . \tag{2.2}
\end{equation*}
$$

The main results of this section are contained in Theorems 2.4 and 2.5. Theorem 2.4 shows that any such $\boldsymbol{u}_{0}$ is a strong local minimiser of $E$ in the small; in other words, that given $x_{0} \in \Omega, u_{0}$ minimises $E$ on

$$
\begin{equation*}
A_{\varepsilon, \delta}=\left\{u: u-u_{0} \in W_{0}^{1, p}\left(B_{\delta}\left(x_{0}\right)\right),\left\|u-u_{0}\right\|_{C}<\varepsilon\right\} \tag{2.3}
\end{equation*}
$$

for some $\delta, \varepsilon>0$. Theorem 2.5 establishes sufficient conditions for a global version of this result to hold in which there is no restriction on the size of support of the admissible variations. This corresponds to showing that $\boldsymbol{u}_{0}$ is a strong local minimiser i.e. that $u_{0}$ minimises $E$ on

$$
\begin{equation*}
\left.A_{\varepsilon}=\left\{\boldsymbol{u}: \boldsymbol{u}-\boldsymbol{u}_{0} \in W_{0}^{1, p}(\Omega)\right),\left\|\boldsymbol{u}-\boldsymbol{u}_{0}\right\|_{\boldsymbol{C}}<\varepsilon\right\} \tag{2.4}
\end{equation*}
$$

for some $\varepsilon>0$.
To prove these results we start from the more general setting of § 1 and try to construct a null Lagrangian $N$ that satisfies (1.10) and (1.11). (Clearly the construction of the appropriate null Lagrangians will suffice to prove these theorems.) We choose a specific form for $N$ by setting $P_{M}^{\alpha} \equiv 0$ for all $\alpha$ and $M$ in the general
expression (1.17). Hence we try to determine $P_{0}(x, u)$ such that
(i) $L(x, u, \nabla u) \geqq \operatorname{Div} \boldsymbol{P}_{0}(x, u)=\frac{\partial P_{0}^{\alpha}}{\partial x^{\alpha}}(x, u)+\frac{\partial P_{0}^{\alpha}}{\partial u^{i}}(x, u) u_{, \alpha}^{i} \quad \forall \boldsymbol{u} \in A$,

$$
\forall x \in \Omega
$$

(ii) $L\left(x, u_{0}(x), \nabla \boldsymbol{u}_{0}(x)\right)=\operatorname{Div} P_{0}\left(x, u_{0}(x)\right)=\frac{\partial P_{0}^{\alpha}}{\partial x^{\alpha}}\left(x, u_{0}\right)+\frac{\partial P_{0}^{\alpha}}{\partial u^{i}}\left(x, u_{0}\right) u_{0, \alpha}^{i}$

$$
\forall x \in \Omega
$$

where we make one of two choices for $A$ depending on the nature of the stability result we are trying to prove: in proving Theorem 2.4 we choose $A$ to be given by (2.3) and in proving Theorem 2.5 we choose $A$ to be given by (2.4).

## § 2.1 Simplifying the Construction

This subsection is aimed at simplifying the problem of constructing $P_{0}$ satisfying (i) and (ii). The first lemma shows that, without loss of generality, we may suppose that $\boldsymbol{u}_{0}(x) \equiv 0$ and that $L$ is of quadratic or higher order in $\boldsymbol{u}$ and $\nabla \boldsymbol{u}$.

Lemma 2.1. Let

$$
\begin{align*}
\bar{L}(x, \boldsymbol{\varphi}, \nabla \boldsymbol{\varphi})= & L\left(x, \boldsymbol{u}_{0}+\boldsymbol{\varphi}, \nabla \boldsymbol{u}_{0}+\nabla \boldsymbol{\varphi}\right)-L\left(x, \boldsymbol{u}_{0}, \nabla \boldsymbol{u}_{0}\right)-\frac{\partial L}{\partial u^{i}}\left(x, \boldsymbol{u}_{0}, \nabla \boldsymbol{u}_{0}\right) \varphi_{i} \\
& -\frac{\partial L}{\partial u_{, \alpha}^{i}}\left(\boldsymbol{x}, \boldsymbol{u}_{0}, \nabla \boldsymbol{u}_{0}\right) \varphi,_{\alpha}^{i} \quad \forall \boldsymbol{x} \in \Omega . \tag{2.5}
\end{align*}
$$

Then $\bar{L}$ is $C^{2}$ on its domain of definition, strictly convex in $\nabla \boldsymbol{\varphi}$, and of quadratic or higher order in $\varphi$ and $\nabla \varphi$; i.e.,

$$
\begin{equation*}
\frac{\partial \bar{L}}{\partial \varphi^{i}}(x, 0,0)=0 \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \bar{L}}{\partial \varphi_{, x}^{i}}(x, 0,0)=0 \quad \forall x \in \Omega, \quad i=1,2, \ldots, n, \quad \alpha=1,2, \ldots, m \tag{2.7}
\end{equation*}
$$

Moreover the Hessian of $\bar{L}$ with respect to $\nabla \varphi$ is positive definite and $\varphi \equiv 0$ is a solution of the Euler-Lagrange equations corresponding to $\bar{L}$.

The proof of this lemma is straightforward and will be omitted.
We now show that we may similarly assume that $P_{0}$ is also of quadratic or higher order. To see this first notice that given $x \in \Omega$ and any $F \in M^{n \times m}$ there exists a smooth $C^{1}$ map $u \in A$ satisfying $u(x)=u_{0}(x), \nabla \boldsymbol{u}(x)=F$. Hence inequality (i) holds in particular for $\boldsymbol{u}=\boldsymbol{u}_{0}(x)$ and $F=\nabla \boldsymbol{u}$ arbitrary, with
equality for $F=\nabla \boldsymbol{u}_{0}(x)$ by (ii). It then follows that

$$
\begin{equation*}
\frac{\partial L}{\partial u_{,}^{i}}\left(x, u_{0}(x), \nabla u_{0}(x)\right)=\frac{\partial P_{0}^{\alpha}}{\partial u^{i}}\left(x, u_{0}(x)\right) \quad \forall x \in \Omega \tag{2.8}
\end{equation*}
$$

If we now set

$$
\begin{equation*}
P_{0}^{\alpha}\left(x, u_{0}(x)+\varphi\right)=P_{0}^{\alpha}\left(x, u_{0}(x)\right)+\frac{\partial P_{0}^{\alpha}}{\partial u^{i}}\left(x, u_{0}(x)\right) \varphi^{i}+\bar{P}_{0}^{\alpha}(x, \varphi), \tag{2.9}
\end{equation*}
$$

it then follows from (i), (ii), (2.2), (2.5), (2.8) and (2.9) that

$$
\begin{equation*}
P_{0}^{\alpha}\left(x, u_{0}+\boldsymbol{\varphi}\right)=\Theta^{\alpha}(x)+\left[\frac{\partial L}{\partial u_{, \alpha}^{i}}\left(x, u_{0}(x), \nabla u_{0}(x)\right) \varphi^{i}\right]+\bar{P}_{0}^{\alpha}(x, \varphi) \tag{2.10}
\end{equation*}
$$

where $\vec{P}_{0}$ is of quadratic or higher order in $\varphi$ and $\Theta(x)$ is any vector function satisfying

$$
\operatorname{Div} \Theta(x)=L\left(x, u_{0}(x), \nabla u_{0}(x)\right)
$$

It now follows on using this and (2.10) that in order to find $\overline{\boldsymbol{P}}_{0}(\boldsymbol{x}, \boldsymbol{u})$ satisfying (i) and (ii) it is sufficient to find $\bar{P}_{0}(x, \varphi)$ that satisfies
$\bar{L}(\boldsymbol{x}, \boldsymbol{\varphi}, \nabla \boldsymbol{\varphi}) \geqq \operatorname{Div} \overline{\boldsymbol{P}}_{0}(\boldsymbol{x}, \boldsymbol{\varphi})=\frac{\partial \bar{P}_{0}^{x}}{\partial \boldsymbol{x}^{\alpha}}(\boldsymbol{x}, \boldsymbol{\varphi})+\frac{\partial \overline{\boldsymbol{P}}_{0}^{\alpha}}{\partial \varphi^{i}} \varphi,_{\alpha}^{i} \quad \forall \boldsymbol{\varphi}$ such that $\boldsymbol{u}_{0}+\boldsymbol{\varphi} \in A$.

Thus we have succeeded in replacing the problem of finding $P_{0}$ satisfying (i) and (ii) by that of finding $\overline{\boldsymbol{P}_{0}}$ satisfying (2.11).

In order that $\overline{\boldsymbol{P}_{0}}$ satisfy (2.11) it is necessary and sufficient that $\overline{\boldsymbol{P}_{0}}$ satisfy the Hamilton-Jacobi differential inequality

$$
\begin{equation*}
0 \geqq \frac{\partial \bar{P}_{0}^{\alpha}}{\partial x^{\alpha}}(x, \varphi)+\bar{H}\left(x, \varphi, \frac{\partial \overline{\boldsymbol{P}}_{0}}{\partial \boldsymbol{\varphi}}\right) \quad \forall x \in \Omega, \quad|\varphi|<\varepsilon \tag{2.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.\bar{H}(x, \varphi, A)=\operatorname{Sup}_{F}\left\{A_{i}^{\alpha} F_{\alpha}^{i}-\overline{L(x, \varphi}, F\right)\right\} \tag{2.13}
\end{equation*}
$$

is the Hamiltonian. This is an easy consequence of (2.11) and the arguments given in the proof of Proposition 1.3.

In order that $\bar{H}$ be finite for all arguments we assume henceforth that $\bar{L}$ satisfies the growth condition.
$\bar{L}(x, \varphi, F) \geqq B|F|^{2}+D \quad$ for some $B>0, D, \quad \forall F \in M^{n \times n}, \quad \forall|\boldsymbol{\varphi}|<\varepsilon$,
where $|F|^{2}=\langle F, F\rangle$.
The next lemma shows that $\bar{H}$ also is of quadratic or higher order $\varphi$ and in $\frac{\partial \bar{P}_{0}}{\partial \boldsymbol{\varphi}}$.

Lemma 2.2. The Hamiltonian $\bar{H}(x, \varphi, A)$ given by (2.13) satisfies

$$
\begin{equation*}
\bar{H}(x, 0,0)=\bar{H}_{\varphi} i(x, 0,0)=\bar{H}_{A_{i}^{\alpha}}(x, 0,0)=0 \tag{2.15}
\end{equation*}
$$

(i.e. $\bar{H}$ has no constant or linear terms in $\varphi, A$ ). Moreover

$$
\begin{gather*}
\bar{H}_{\varphi^{i} i_{i}}(\boldsymbol{x}, \mathbf{0}, 0)=-\frac{\partial^{2} \bar{L}}{\partial \varphi^{i} \hat{\partial} \varphi^{j}}(\boldsymbol{x}, \boldsymbol{\varphi}, \psi(\boldsymbol{x}, \boldsymbol{\varphi}, A))-\frac{\partial^{2} \bar{L}}{\partial \varphi^{i} \hat{\partial} \varphi_{, \gamma}^{k}}(\boldsymbol{x}, \boldsymbol{\varphi}, \psi(\boldsymbol{x}, \boldsymbol{\varphi}, A)) \frac{\partial \psi_{\gamma}^{k}}{\partial \varphi^{j}}  \tag{2.16}\\
\bar{H}_{\varphi^{i} A_{j}^{\beta}}(\boldsymbol{x}, \mathbf{0}, 0)=-\frac{\partial^{2} \stackrel{L}{\partial}}{\partial \varphi^{i} \partial \varphi_{\gamma}^{k}}(x, \boldsymbol{\varphi}, \psi) \frac{\partial \psi_{\gamma}^{k}}{\partial A_{j}^{\beta}},  \tag{2.17}\\
\bar{H}_{A_{i}^{\alpha} A_{j}^{\beta}}(\boldsymbol{x}, \mathbf{0}, 0)=\left(A^{-1}\right)_{\alpha \beta}^{i j}, \tag{2.18}
\end{gather*}
$$

where $\psi$ satisfies

$$
\begin{equation*}
\frac{\partial \bar{L}}{\partial \varphi_{s x}^{i}}(\boldsymbol{x}, \boldsymbol{\varphi}, \psi(\boldsymbol{x}, \boldsymbol{\varphi}, \boldsymbol{A}))=A_{i}^{\alpha} \tag{2.19}
\end{equation*}
$$

and the tensor $\left(A^{-1}\right)$ satisfies

$$
\frac{\partial^{2} \bar{L}}{\partial \varphi,{ }_{\alpha}^{i} \partial \varphi_{\gamma}^{k}}\left(\Lambda^{-1}\right)_{\gamma \beta}^{k j}=\delta_{j}^{i} \delta_{\beta}^{x}
$$

where the above equations hold $\forall x \in \Omega, i, j, k=1,2, \ldots, n, \alpha, \beta, \gamma=1,2, \ldots, m$.
Proof. It follows from the strict convexity of $\bar{L}(x, \varphi,$.$) and the growth condition$ (2.14) that (2.13) is finite for all arguments and that the supremum is attained at the unique $F$ satisfying

$$
\begin{equation*}
A_{i}^{\alpha}=\frac{\partial \bar{L}}{\partial \varphi_{, \alpha}^{i}}(\boldsymbol{x}, \boldsymbol{\varphi}, F) \tag{2.20}
\end{equation*}
$$

By (2.7) and the implicit function theorem this can be inverted for $|A|$ sufficiently small to give

$$
\begin{equation*}
F_{\alpha}^{i}=\psi_{\alpha}^{i}(x, \varphi, A) \tag{2.21}
\end{equation*}
$$

where $\psi$ is $C^{2}$ on its domain of definition. Hence by (2.21), (2.13) is equivalent to

$$
\begin{equation*}
\bar{H}(x, \varphi, A)=A_{k}^{\gamma} \psi_{\gamma}^{k}(x, \varphi, A)-\bar{L}(x, \varphi, \psi) \tag{2.22}
\end{equation*}
$$

Hence using (2.20) we find that

$$
\begin{align*}
H_{q^{i}}(\boldsymbol{x}, \boldsymbol{\varphi}, \boldsymbol{A}) & =\boldsymbol{A}_{k}^{\gamma} \frac{\partial \psi_{\gamma}^{k}}{\partial \varphi^{i}}(\boldsymbol{x}, \boldsymbol{\varphi}, \boldsymbol{A})-\frac{\partial \bar{L}}{\partial \varphi^{i}}(\boldsymbol{x}, \boldsymbol{\varphi}, \psi(\boldsymbol{x}, \boldsymbol{\varphi}, A))-\frac{\partial \bar{L}}{\partial \varphi_{\gamma}^{k}}(\boldsymbol{x}, \boldsymbol{\varphi}, \psi) \frac{\partial \psi_{\gamma}^{k}}{\partial \varphi^{i}} \\
& =\frac{\partial \bar{L}}{\partial \varphi^{i}}(\boldsymbol{x}, \boldsymbol{\varphi}, \psi(\boldsymbol{x}, \boldsymbol{\varphi}, \boldsymbol{A})) \tag{2.23}
\end{align*}
$$

and

$$
\begin{align*}
\bar{H}_{A_{i}^{\alpha}}(\boldsymbol{x}, \boldsymbol{\varphi}, \psi(\boldsymbol{x}, \boldsymbol{\varphi}, A)) & =\psi_{x}^{i}(\boldsymbol{x}, \boldsymbol{\varphi}, A)+A_{k}^{\gamma} \frac{\partial \psi_{\gamma}^{k}}{\partial A_{i}^{\alpha}}(\boldsymbol{x}, \boldsymbol{\varphi}, A)-\frac{\partial L}{\partial \psi_{\gamma}^{k}} \frac{\partial \psi_{\gamma}^{k}}{\partial A_{i}^{\alpha}}(x, \boldsymbol{\varphi}, A) \\
& =\psi_{x}^{i}(\boldsymbol{x}, \boldsymbol{\varphi}, A) \tag{2.24}
\end{align*}
$$

By (2.20) and (2.21) it follows that $\psi$ satisfies

$$
\begin{equation*}
A_{i}^{\alpha}=\frac{\partial L}{\partial \varphi,{ }_{\alpha}^{i}}(\boldsymbol{x}, \boldsymbol{\varphi}, \psi(\boldsymbol{x}, \boldsymbol{\varphi}, A)) \tag{2.25}
\end{equation*}
$$

Part (2.15) of the lemma now follows from (2.22)-(2.25) and Lemma 2.1. Similar calculations yield the remaining claims of the lemma.

## § 2.2 Solving the Hamilton-Jacobi Differential Inequality

To recapitulate, we have succeeded in $\S 2.1$ in replacing the problem of determing $P(x, u)$ satisfying conditions (i) and (ii) at the beginning of $\S 2$ by that of determining a solution $\overline{\boldsymbol{P}}(\boldsymbol{x}, \boldsymbol{\varphi})$ of (2.12). We now address the problem of constructing a solution of (2.12). We will first prove that (2.12) is always locally solvable in the following sense.

Proposition 2.3. Given $x_{0} \in \Omega$ there exists $\delta>0$ such that

$$
\begin{equation*}
0 \geqq \frac{\partial \bar{P}_{0}^{\star}}{\partial x^{x}}(x, \boldsymbol{\varphi})+\bar{H}\left(\boldsymbol{x}, \boldsymbol{\varphi}, \frac{\partial \bar{P}_{0}}{\partial \boldsymbol{\varphi}}\right) \quad \forall|\boldsymbol{\varphi}|<\varepsilon, \tag{2.26}
\end{equation*}
$$

has a solution on $B_{\delta}\left(x_{0}\right)$ for all $\varepsilon$ sufficiently small.
Proof. We expand the right-hand side of (2.26) in powers of $\varphi^{i}$ and observe that in order to prove that (2.26) hold for $|\boldsymbol{\varphi}|$ sufficiently small it is sufficient to prove that it is satisfied strictly by the lowest order terms in the expansion (since these dominate the expansion for $|\boldsymbol{\varphi}|$ small).

Correspondingly, using (2.9), we write

$$
\begin{equation*}
\bar{P}_{0}^{\alpha}(\boldsymbol{x}, \boldsymbol{\varphi})=\frac{1}{2} \pi_{i j}^{\alpha}(\boldsymbol{x}) \varphi^{i} \varphi^{j}+E^{\alpha}(\boldsymbol{x}, \boldsymbol{\varphi}), \tag{2.27}
\end{equation*}
$$

where $E^{\alpha}$ is of cubic or higher order in $\varphi$ and $\pi_{i j}^{\alpha}=\pi_{j i}^{\alpha}$. It now follows from Lemma 2.2 that the terms of lowest order in the expansion of the right-hand side of (2.26) are quadratic and given by

$$
\left.\begin{array}{rl}
\frac{1}{2}\left\{\frac{\partial}{\partial x^{\alpha}}\left(\pi_{i j}^{\alpha}(x)\right) \varphi^{i} \varphi^{j}+\bar{H}_{\varphi_{i} j}(x, \mathbf{0}, 0) \varphi^{i} \varphi^{j}+2 \bar{H}_{\varphi^{i} A_{j}^{\beta}}(\boldsymbol{x}, \mathbf{0}, 0) \varphi^{i} \pi_{k j}^{\beta} \varphi^{k}\right. \\
& \left.+\bar{H}_{A_{i}^{\alpha} A_{j}^{\beta}}(\boldsymbol{x}, \mathbf{0}, 0) \pi_{k i}^{\alpha} \varphi^{k} \pi_{l j}^{\beta} \varphi^{i}\right\}
\end{array}\right\}
$$

Notice that only second derivatives of $\bar{H}$ with respect to the entries of $A$ occur, since by (2.27) all derivatives of higher order contribute terms of cubic or higher order in the $\varphi^{i}$.

It is thus sufficient to prove that the quadratic form in $\varphi^{i}$ given by (2.28) is uniformly negative definite on $B_{\delta}\left(x_{0}\right)$ for some $\delta>0$ for some choice of the coefficient functions $\left\{\pi_{i j}^{\wedge}\right\}$ in (2.28).

To this end we choose

$$
\begin{equation*}
\pi_{i i}^{1}=\pi(x) \quad i=1,2, \ldots, n \quad \text { (no summation) } \tag{2.29}
\end{equation*}
$$

and all the other $\pi_{i j}^{\alpha \prime}$ s equal to zero. Now let $\pi(x)=-\frac{1}{\delta}\left(x^{1}-x_{0}^{1}\right) \quad \forall x \in B_{\delta}\left(x_{0}\right)$; then all the terms in (2.28), except for those involving the first derivative of the coefficient functions $\pi_{i j}^{\alpha}$, are bounded in $B_{\delta}(x)$. In fact (2.28) becomes

$$
\begin{equation*}
-\frac{1}{\delta}\left(\varphi^{i} \varphi^{i}\right)+\bar{H}_{\varphi^{i},}(x, 0,0) \varphi^{i} \varphi^{j}+2 \bar{H}_{\varphi^{i} A_{j}^{1}}(x, 0,0) \pi \varphi^{i} \varphi^{j}+\bar{H}_{A_{i}^{1} A_{j}^{1}}(x, 0,0) \pi^{2} \varphi^{i} \varphi^{j} \tag{2.30}
\end{equation*}
$$

Clearly by choosing $\delta>0$ sufficiently small we can ensure that (2.30) is uniformly negative and hence that (2.26) holds for $|\boldsymbol{\varphi}|$ sufficiently small for this choice of the $\pi_{i j}^{*}$ s. This completes the proof of the proposition.

The last proposition together with the arguments outlined at the beginning of $\S 1$ yields the proof of the following theorem.

Theorem 2.4. Suppose that $u_{0} \in C^{2}(\bar{\Omega})$ is a solution of (2.2). Then given $x_{0} \in \Omega$ there exist $\varepsilon\left(x_{0}\right), \delta\left(x_{0}\right)>0$ such that $E(u) \geqq E\left(u_{0}\right)$ for all $u-u_{0} \in W_{0}^{1, p}\left(\boldsymbol{B}_{\delta}\left(x_{0}\right)\right)$, $p>n$ with $\left\|u-u_{0}\right\|_{C}<\varepsilon\left(x_{0}\right)$.

We next establish conditions under which $\boldsymbol{u}_{0}$ is a strong local minimiser in the large (i.e. with no restriction on the size of the support of the admissible variations). This is the content of the next theorem. We will use (2.28) ${ }^{\text {(respectively }}$ $(2.28)^{<}$) to denote that the quadratic form given by (2.28) is negative definite (respectively strictly negative definite) for all $x \in \bar{\Omega}$.

Theorem 2.5. Suppose that $u_{0} \in C^{2}(\bar{\Omega})$ is a solution of (2.2) and that there exists a set of coefficient functions $\left\{\pi_{i j}^{*}\right\}$ in $C^{1}(\bar{\Omega})$ satisfying the differential inequality $(2.28) \leqq$ in $\bar{\Omega}$ then $u_{0}$ is a strong local minimiser of $E$ : i.e.
$E(\boldsymbol{u}) \geqq E\left(\boldsymbol{u}_{0}\right) \quad \forall \boldsymbol{u}-\boldsymbol{u}_{0} \in W_{0}^{1, p}(\Omega)$ with $\left\|\boldsymbol{u}-\boldsymbol{u}_{0}\right\|_{C}<\varepsilon$, for some $\varepsilon>0$.
This theorem will follow from the expansion arguments used in the proof of the last proposition once we prove that $(2.28)^{<}$has a solution throughout $\bar{\Omega}$. This is the content of the next proposition.

Proposition 2.6. Suppose that the coefficient functions $\left\{\pi_{i j}^{x}\right\}$ are in $C^{1}(\bar{\Omega})$ and satisfy the differential inequality $(2.28) \leqq$ in $\bar{\Omega}$. Then there exist $\left\{\tilde{\pi}_{i j}^{x}\right\}$ that satisfy $(2.28)<$ in $\bar{\Omega}$.

Proof. Let

$$
\begin{equation*}
\tilde{\pi}_{i j}^{\star}(x)=\pi_{i j}^{\alpha}+\bar{\pi}_{i j}^{\alpha}(x) \quad \text { for } i, j=1,2, \ldots, n, \quad \alpha=1,2, \ldots, m \tag{2.31}
\end{equation*}
$$

where the $\bar{\pi}_{i j}^{x}$ s will be determined at a later stage. Then in order that $\left\{\tilde{\pi}_{i j}^{x}\right\}$ satisfy (2.28) ${ }^{<}$in $\Omega$ it is necessary and sufficient (since the $\left\{\pi_{i j}^{\kappa}\right\}$ satisfy (2.28) ${ }^{\leftrightarrows}$ by assumption) that the $\left\{\bar{x}_{i j}^{x}\right\}$ satisfy

$$
\begin{align*}
\left\{\frac{\partial}{\partial x^{x}}\left(\bar{\pi}_{i j}^{\alpha}(x)\right)+\right. & 2 \bar{H}_{q^{i} A_{k}^{\chi}}(x, \mathbf{0}, 0) \bar{\pi}_{j k}^{\gamma}+\bar{H}_{A_{k}^{\gamma} A_{l}^{\delta}(\boldsymbol{x}, \mathbf{0}, 0)} \bar{\pi}_{i k}^{\alpha} \pi_{j l}^{\delta} \\
& +\bar{H}_{\left.A_{k}^{\gamma} A_{l}^{\delta}(\boldsymbol{x}, \mathbf{0}, 0) \pi_{i k}^{\gamma} \bar{\pi}_{j l}^{\delta}+\bar{H}_{A_{k}^{\gamma} A_{l}^{\delta}}(\boldsymbol{x}, \mathbf{0}, 0) \bar{\pi}_{i k}^{\gamma} \bar{\pi}_{j l}^{\delta}\right\} \varphi^{i} \varphi^{j}<0 \quad \forall x \in \bar{\Omega}} . \tag{2.32}
\end{align*}
$$

Choose $\bar{\alpha}_{i i}^{1}(x)=\pi(x), \quad i=1,2, \ldots, n$ (no summation) and all the other $\bar{\pi}_{i j}^{x}$ equal to zero. On substituting this into the left-hand side of (2.32) we obtain

$$
\begin{equation*}
(\bar{\pi})_{, 1} \varphi^{i} \varphi^{i}+2 \bar{H}_{\varphi_{A} A_{j}}(x, 0,0) \bar{\pi} \varphi^{i} \varphi^{j}+2 \bar{H}_{A_{i}^{1} A_{l}^{\delta}}(\boldsymbol{x}, \mathbf{0}, 0) \bar{\pi} \pi_{j l}^{\delta} \varphi^{i} \varphi^{j}+\bar{H}_{A_{i}^{1} A_{j}^{1}}(x, \mathbf{0}, 0) \bar{\pi}^{2} \varphi^{i} \varphi^{j} \tag{2.33}
\end{equation*}
$$

Now let

$$
\bar{\pi}(x)=\varepsilon \exp -\left[\frac{k}{\varepsilon}\left(x^{1}-c\right)\right]
$$

where $k>0$ and $c$ is chosen so that $x^{1}-c>0 \quad \forall x=\left(\begin{array}{c}x^{1} \\ x^{2} \\ \vdots \\ x^{m}\end{array}\right) \in \bar{\Omega}$.
On substituting this expression for $\bar{\pi}$ into (2.33) and dividing by $\exp \left[-\frac{k}{\varepsilon}\left(x^{1}-c\right)\right]$
we obtain

$$
\begin{aligned}
&-k \varphi^{i} \varphi^{i}+2 \varepsilon \bar{H}_{\varphi^{i}} A_{j}^{1}(x, \mathbf{0}, 0) \varphi^{i} \varphi^{j}+2 \varepsilon \bar{H}_{A_{i}^{1} A_{l}^{\delta}(\boldsymbol{x}, \mathbf{0}, 0)} \pi_{j l}^{\delta} \varphi^{i} \varphi^{j} \\
&+\varepsilon^{2} \bar{H}_{A_{i}^{1} A_{j}^{1}}(x, \mathbf{0}, 0) \exp \left[\frac{-k}{\varepsilon}\left(x^{1}-c\right)\right] \varphi^{i} \varphi^{j}
\end{aligned}
$$

Choosing $k=1$ and $\varepsilon$ sufficiently small, we see that this quadratic form is strictly negative definite. Hence (2.31) is a solution of (2.28) $<$ throughout $\bar{\Omega}$.

Remark 2.7. It is interesting to note the way in which the existence of a set of coefficient functions $\left\{\pi_{i j}^{\star}\right\}$ satisfying the conditions of the last Theorem (i.e. (2.28) ${ }^{\leq}$) implies the positivity of the second variation of $E(\boldsymbol{u})$ (given by (2.1)) at $\boldsymbol{u}_{0}$. Notice first that by the definition of $\bar{L}$, (2.5), all second and higher order derivatives of $L$ with respect to $\boldsymbol{u}$ and $\nabla \boldsymbol{u}$ evaluated at $\boldsymbol{u}_{0}, \nabla \boldsymbol{u}_{0}$ are equal to the corresponding derivatives of $\bar{L}$ when evaluated at $\boldsymbol{\varphi}=0, \nabla \boldsymbol{\varphi}=0$. Hence

$$
\begin{aligned}
\delta^{2} E\left(\boldsymbol{u}_{0}\right)(\boldsymbol{\varphi}, \boldsymbol{\varphi}) & =\frac{1}{2} \int_{\Omega} \frac{\partial^{2} L^{0}}{\partial F_{\alpha}^{i} \partial F_{\beta}^{j}} \varphi \varphi_{\alpha}^{i} \varphi_{,}^{j}+2 \frac{\partial^{2} L^{0}}{\partial F_{\alpha}^{i} \partial u^{j}} \varphi_{, \alpha}^{i} \varphi^{j}+\frac{\partial L^{0}}{\partial u^{i} u^{j}} \varphi^{i} \varphi^{j} d x \\
& =\frac{1}{2} \int_{\Omega} \frac{\partial^{2} \overline{L^{0}}}{\partial \varphi_{, \alpha}^{i} \partial \varphi,,_{\beta}^{j}} \varphi_{, \alpha}^{i} \varphi \varphi_{\beta}^{j}+2 \frac{\partial^{2} \bar{L}^{0}}{\partial \varphi_{\alpha}^{i} \partial \varphi^{j}} \varphi_{, \alpha}^{i} \varphi^{j}+\frac{\partial^{2} \bar{L}^{0}}{\partial \varphi^{i} \partial \varphi^{j}} \varphi^{i} \varphi^{j}-\left(\pi_{i j}^{\alpha} \varphi^{i} \varphi^{j}\right),_{\alpha} .
\end{aligned}
$$

(The addition of the divergence term contributes nothing to the second variation, by the divergence theorem, since $\varphi$ vanishes on $\partial \Omega$.) Expanding the divergence term and rearranging then yields

$$
\begin{aligned}
& \delta^{2} E\left(u_{0}\right)(\boldsymbol{\varphi}, \boldsymbol{\varphi})= \frac{1}{2} \int_{\Omega} \frac{\partial^{2} L^{-}}{\partial \varphi_{,}^{i} \partial \varphi_{, \beta}^{j}}\left[\varphi_{, \alpha}^{i}+\left(\Lambda^{-1}\right)_{\alpha \varepsilon}^{i m}\left(\frac{\partial^{2} L^{\overline{0}}}{\partial \varphi_{\varepsilon}^{m} \partial \varphi^{k}}-\pi_{m k}^{\varepsilon}\right) \varphi^{k}\right] \\
& \times\left[\varphi_{\beta}^{j}+\left(\Lambda^{-1}\right)_{\beta \eta}^{j n}\left(\frac{\partial^{2} \bar{L}^{0}}{\partial \varphi_{,}^{n} \partial \varphi^{l}}-\pi_{n l}^{\eta}\right) \varphi^{l}\right] \\
&-\left(\frac{\partial^{2} \overline{L^{0}}}{\partial \varphi_{, \beta}^{j} \partial \varphi^{k}}-\pi_{j k}^{\beta}\right) \varphi^{k}\left(\Lambda^{-1}\right)_{\beta \eta}^{j n}\left(\frac{\partial^{2} \bar{L}^{0}}{\partial \varphi_{,}^{n} \partial \varphi^{l}}-\pi_{n l}^{\eta}\right) \varphi^{l}+\frac{\partial \bar{L}^{0}}{\partial \varphi^{i} \partial \varphi^{j}} \varphi^{i} \varphi^{j}-\left(\pi_{i j}^{\alpha}\right)_{\alpha} \varphi^{i} \varphi^{j},
\end{aligned}
$$

where ( $\Lambda^{-1}$ ), defined as in Lemma 2.2, is the inverse of $\left(\frac{\partial^{2} \bar{L}}{\partial \varphi_{, \alpha}^{i} \partial \varphi_{\beta}^{j}}\right)$. Notice that our assumption of strict convexity of of $L$ with respect to $\nabla \boldsymbol{u}$ implies that the first term in the integrand is nonnegative. It now follows from Lemma 2.2 that the condition that the coefficient functions $\left\{\pi_{i j}^{x}\right\}$ satisfy $(2.28)^{\leq}$is exactly equivalent to asking that the remaining term in the integrand, i.e.

$$
\left[-\left(\frac{\partial^{2} \bar{L}^{0}}{\partial \varphi_{\beta}^{j} \hat{\delta} \varphi^{k}}-\pi_{j k}^{\beta}\right)\left(\Lambda^{-1}\right)_{\beta \eta}^{j n}\left(\frac{\partial^{2} \bar{L}^{0}}{\partial \varphi_{,}^{n} \partial \varphi^{l}}-\pi_{n t}^{\eta}\right)+\frac{\partial^{2} \bar{L}^{0}}{\partial \varphi^{k} \partial \varphi^{l}}-\left(\pi_{k l}^{\alpha}\right)_{\alpha}\right] \varphi^{k} \varphi^{l}
$$

be a non-negative quadratic form in the $\varphi^{i}$ s, i.e. by subtracting the integral of an appropriate divergence from $\delta^{2} E\left(\boldsymbol{u}_{0}\right)(\boldsymbol{\varphi}, \boldsymbol{\varphi})$ we have made the integrand nonnegative (and thus in particular $\delta^{2} E\left(u_{0}\right)(\varphi, \varphi)$ is also). The converse question as to whether positivity of the second variation implies the existence of a set of coefficient functions satisfying (2.28) ${ }^{\leftrightarrows}$ appears to be open and I hope to address this in a later paper.

Remark 2.8. In the one-dimensional case $(m=n=1)(2.28) \leqq$ reduces to (12), the ordinary differential inequality given in the introduction. In this case it can be easily shown, by the continuation principle, that (2.28) ${ }^{\leq}$has a solution on $\bar{\Omega}$ (which is an interval) if and only if (2.28) ${ }^{=}$is solvable on $\bar{\Omega} .(2.28)^{=}$is known as Legendre's equation and in this case Remark 2.7 reduces to an observation of Jacobi-see Bolza [4].) It is also interesting to note that, in this onedimensional case, Legendre's equation transforms to the Jacobi conjugate point equation (i.e. the linearised Euler equation) under a nonlinear change of variables (see Bolza [4]). Under this correspondence the existence of conjugate points can be shown to be equivalent to the nonexistence of a solution of Legendre's equation throughout the interval.

Remark 2.9. For the one-dimensional case $(m=n=1)$ Tonelli [22, II, p. 344] proves a result more powerful than Theorem 2.4 (see also Ball \& Mizel [20, p. 334]). A striking consequence of Tonelli's theorem is that given any $\varepsilon>0$, there is a $\delta>0$ with the property that $E(u) \geqq E\left(u_{0}\right) \forall u \in W_{0}^{1, p}\left(\left(x_{0}-\delta\right.\right.$, $\left.x_{0}+\delta\right)$ ) satisfying $\left\|u-u_{0}\right\|_{C}<\varepsilon$.

Example 2.10. Let $m=n=1, \quad L\left(x, u, u^{\prime}\right)=\frac{1}{2}\left[\left(u^{\prime}\right)^{2}-u^{2}\right], \quad \Omega=(0, \lambda)$, $u_{0} \equiv 0$. Then (2.28) ${ }^{=}$(which is equivalent to (2.28) ${ }^{\S}$ in this case) becomes

$$
\pi^{\prime}(x)+1+\pi^{2}(x)=0 \quad x \in[0, \lambda]
$$

It is easily verified that this has solution $\pi(x)=\tan (c-x)$ and that no solution exists for $\lambda \geqq \pi$.

## § 3. The Polyconvex Case

In this section we combine the ideas and results developed in the earlier sections to study the stability of equilibria, under zero body force, of an inhomogeneous elastic body which in its reference state occupies some bounded domain $\Omega \subset \boldsymbol{R}^{n}, n=1,2,3$. In the notation of $\S 1$ this corresponds to the case

$$
\begin{equation*}
L(\boldsymbol{x}, \boldsymbol{u}, \nabla \boldsymbol{u})=W(\boldsymbol{x}, \nabla \boldsymbol{u}) \tag{3.1}
\end{equation*}
$$

where $W: \Omega \times M_{+}^{n \times n} \rightarrow R^{+}$is the stored energy function of the material and

$$
\begin{equation*}
M_{+}^{n \times n}=\left\{F \in M^{n \times n}: \operatorname{det} F>0\right\} . \tag{3.2}
\end{equation*}
$$

Any deformation of the body $u: \Omega \rightarrow R^{n}$ satisfying the local invertibility condition

$$
\begin{equation*}
\operatorname{det}(\nabla u(x))>0 \quad \text { for a.e. } x \in \Omega \tag{3.3}
\end{equation*}
$$

has an associated energy $E(u)$ given by

$$
\begin{equation*}
E(\boldsymbol{u})=\int_{\Omega} W(\boldsymbol{x}, \nabla \boldsymbol{u}(\boldsymbol{x})) d x \tag{3.4}
\end{equation*}
$$

The equilibrium equations, under zero body force, are the Euler-Lagrange equations for (3.4)

$$
\begin{equation*}
\frac{\partial}{\partial x^{x}}\left(\frac{\partial W}{\partial F_{\alpha}^{i}}(\boldsymbol{x}, \nabla \boldsymbol{u}(x))\right)=0, \quad \boldsymbol{x} \in \Omega, \quad i=1,2, \ldots, n \tag{3.5}
\end{equation*}
$$

Definition 3.1. (i) If $n=2$ we say that the stored energy function $W(x, F)$ is polyconvex if and only if there exists a convex function $G: \bar{\Omega} \times M^{2 \times 2} \times(0, \infty)$ $\rightarrow \boldsymbol{R}^{+}$such that

$$
\begin{equation*}
W(x, F)=G(x, F, \operatorname{det} F) \quad \forall F \in M^{2 \times 2} \quad \forall x \in \bar{\Omega} . \tag{3.6}
\end{equation*}
$$

(ii) If $n=3$ we say that the stored energy function $W(x, F)$ is polyconvex if and only if there exists a convex function $G: \bar{\Omega} \times M^{3 \times 3} \times M^{3 \times 3} \times(0, \infty) \rightarrow \boldsymbol{R}^{+}$ such that

$$
\begin{equation*}
W(x, F)=G(x, F, \operatorname{adj} F, \operatorname{det} F) \quad \forall F \in M^{3 \times 3} \quad \forall x \in \bar{\Omega} \tag{3.7}
\end{equation*}
$$

where $\operatorname{adj} F$ and $\operatorname{det} F$ denote the adjugate matrix and determinant respectively.
We will assume throughout this section that $W(\boldsymbol{x}, \nabla \boldsymbol{u})$ is uniformly polyconvex in the sense that

$$
\begin{equation*}
W(x, F)=x|F|^{2}+\bar{W}(x, F) \quad \forall F \in M^{n \times n}, \quad \text { for some } x>0, \tag{3.8}
\end{equation*}
$$

where $\bar{W}(x, \cdot)$ is polyconvex and where $\bar{G}$ will denote the corresponding convex function of the minors given by Definition 3.1. We will suppose for the purposes of this section that $\bar{G}$ is $C^{2}$ on its domain of definition.

Again throughout this section $\boldsymbol{u}_{0}$ will denote a smooth solution of (3.5). The main result of this section is to demonstrate, in this polyconvex case, an analogue of Theorem 2.4 namely

Theorem 3.2. If $W(x, F)$ is polyconvex and $u_{0} \in C^{2}(\bar{\Omega})$ is a solution of (3.5), then, given $x_{0} \in \Omega$, there exist $\varepsilon\left(x_{0}\right), \delta\left(x_{0}\right)>0$ such that

$$
\begin{equation*}
E\left(\boldsymbol{u}_{0}+\boldsymbol{\varphi}\right) \geqq E\left(u_{0}\right) \quad \forall \varphi \in W_{0}^{1, p}\left(B_{\delta}\left(x_{0}\right)\right) \text { with }\|\varphi\|_{C}<\varepsilon . \tag{3.9}
\end{equation*}
$$

We now outline the strategy of proof of this result: the idea is to use the observation from $\S 1$ that in order to prove that $u_{0}$ minimises $E(u)$ on $A_{\varepsilon, \delta}$ (given by (2.3)) it is necessary and sufficient that there exists a functional $\mathscr{F}: A_{\varepsilon, \delta} \rightarrow \boldsymbol{R}$ such that

$$
\begin{array}{rlr}
E(u) \geqq \mathscr{F}(u) & \forall u \in A_{\varepsilon, \delta}, \\
\mathscr{F}(u) \geqq \mathscr{F}\left(u_{0}\right) & \forall \boldsymbol{u} \in A_{\varepsilon, \delta},  \tag{ii}\\
\mathscr{F}\left(\boldsymbol{u}_{0}\right) & =E\left(\boldsymbol{u}_{0}\right) . &
\end{array}
$$

In this section we do not assume that $\mathscr{F}$ is a null Lagrangian. Our choice of $\mathscr{F}$ is given by the integral of the right-hand side of (3.13), which we denote $\tilde{L}(\boldsymbol{x}, \nabla \boldsymbol{u})$, and Lemma 3.3 shows that solutions of the Euler-Lagrange equations for $E$ are automatically solutions of the Euler-Lagrange equations for $\mathscr{F}$. It follows from this same lemma that our choice of $\mathscr{F}$ satisfies (i) and (iii). Hence it only remains to prove that $\mathscr{F}$ satisfies (ii). To this end we set $\boldsymbol{u}=\boldsymbol{u}_{0}+\boldsymbol{\varphi}$ and demonstrate, in Proposition 3.4, that there is a null Lagrangian $N(\boldsymbol{x}, \boldsymbol{\varphi}, \nabla \boldsymbol{\varphi})$ such that $\tilde{L}\left(\boldsymbol{x}, \nabla \boldsymbol{u}_{0}+\nabla \boldsymbol{\varphi}\right)-N(\boldsymbol{x}, \boldsymbol{\varphi}, \nabla \boldsymbol{\varphi})$ is strictly convex in $\nabla_{\boldsymbol{\varphi}}$ (in the case $n=3$ this holds for $\|\varphi\|_{C}$ sufficiently small). Since the addition of a null Lagrangian does not change the variational structure of the integral functional $\mathscr{F}(\boldsymbol{u})$ we can now apply our results from the convex case (i.e. Theorem 2.4) to conclude that (ii) and consequently Theorem 3.2 holds.

We will prove Theorem 3.2 in the case $n=3$, stating where necessary the corresponding result for the two-dimensional case.

It is a consequence of the assumption of polyconvexity and (3.8) that

$$
\begin{align*}
W(\boldsymbol{x}, \nabla \boldsymbol{u}) \geqq & x|\nabla \boldsymbol{u}|^{2}+\bar{G}\left(\boldsymbol{x}, \nabla \boldsymbol{u}_{0}, \operatorname{adj} \nabla \boldsymbol{u}_{0}, \operatorname{det} \nabla \boldsymbol{u}_{0}\right) \\
& +\frac{\partial \bar{G}}{\partial \bar{F}_{\alpha}^{i}}\left(\boldsymbol{x}, \nabla \boldsymbol{u}_{0}, \operatorname{adj} \nabla \boldsymbol{u}_{0}, \operatorname{det} \nabla \boldsymbol{u}_{0}\right)\left(u_{, \alpha}^{i}-u_{0, \alpha}^{i}\right) \\
& +\frac{\partial \bar{G}}{\partial A_{\alpha}^{i}}\left(\boldsymbol{x}, \nabla \boldsymbol{u}_{0}, \operatorname{adj} \nabla \boldsymbol{u}_{0}, \operatorname{det} \nabla \boldsymbol{u}_{0}\right)\left((\operatorname{adj} \nabla \boldsymbol{u})_{\alpha}^{i}-\left(\operatorname{adj} \nabla \boldsymbol{u}_{0}\right)_{\alpha}^{i}\right) \\
& +\frac{\partial \overline{\boldsymbol{G}}}{\partial d}\left(\boldsymbol{x}, \nabla \boldsymbol{u}_{0}, \operatorname{adj} \nabla \boldsymbol{u}_{0}, \operatorname{det} \nabla \boldsymbol{u}_{0}\right)\left(\operatorname{det} \nabla \boldsymbol{u}-\operatorname{det} \nabla \boldsymbol{u}_{0}\right) \quad \forall \boldsymbol{u} \in A_{\varepsilon, \delta} \tag{3.13}
\end{align*}
$$

We denote by $\tilde{L}(\boldsymbol{x}, \nabla \boldsymbol{u})$ the Lagrangian which is given by the right-hand side of the above inequality. The following lemma relates equilibria for $\int_{\Omega} W(x, \nabla \boldsymbol{u})$ to those of $\int_{\Omega} \widetilde{L}(\boldsymbol{x}, \nabla \boldsymbol{u})$.

Lemma 3.3. If $\boldsymbol{u}_{0}$ is a solution of (3.5) then $\boldsymbol{u}_{0}$ is a solution of the Euler-Lagrange equations for $\mathscr{F}(u)=\int_{\Omega} \tilde{L}(x, \nabla \boldsymbol{u}) d x$,

$$
\begin{equation*}
E(\boldsymbol{u}) \geqq \mathscr{F}(\boldsymbol{u}) \quad \forall \boldsymbol{u} \in A_{\varepsilon, \delta} \tag{3.15}
\end{equation*}
$$

and moreover

$$
\begin{equation*}
\mathscr{F}\left(\boldsymbol{u}_{0}\right)=\int_{\Omega} \tilde{L}\left(\boldsymbol{x}, \nabla \boldsymbol{u}_{0}\right) d x=\int_{\Omega} W\left(\boldsymbol{x}, \nabla \boldsymbol{u}_{0}\right) d x=\boldsymbol{E}\left(\boldsymbol{u}_{0}\right) . \tag{3.16}
\end{equation*}
$$

The proof of this lemma consists of a straightforward calculation and will be omitted.

Proposition 3.4. (i) If $n=2$ then there exists a null Lagrangian $N\left(x, \varphi, \nabla_{\boldsymbol{\varphi}}\right)$ such that

$$
\begin{equation*}
\tilde{L}\left(\boldsymbol{x}, \nabla \boldsymbol{u}_{0}+\nabla \boldsymbol{\varphi}\right)-N(\boldsymbol{x}, \boldsymbol{\varphi}, \nabla \boldsymbol{\varphi}) \tag{3.17}
\end{equation*}
$$

is strictly convex in $\nabla \boldsymbol{\varphi}$.
(ii) If $n=3$ then there exists a null Lagrangian $N(\boldsymbol{x}, \boldsymbol{\varphi}, \nabla \boldsymbol{\varphi})$ such that

$$
\begin{equation*}
\tilde{L}\left(\boldsymbol{x}, \nabla \boldsymbol{u}_{0}+\nabla \boldsymbol{\varphi}\right)-N(\boldsymbol{x}, \boldsymbol{\varphi}, \nabla \boldsymbol{\varphi}) \tag{3.18}
\end{equation*}
$$

is strictly convex in $\nabla \boldsymbol{\varphi}$ for $\|\boldsymbol{\varphi}\|_{C}$ sufficiently small.
Proof. We prove the result in the case when $n=3$. The case $n=2$ follows by analogous arguments.

To prove the result it is clearly sufficient to prove that the Hessian of $\tilde{L}\left(\boldsymbol{x}, \nabla \boldsymbol{u}_{0}+\nabla \boldsymbol{\varphi}\right)-N(\boldsymbol{x}, \boldsymbol{\varphi}, \nabla \boldsymbol{\varphi})$ with respect to the gradient variable is strictly positive definite for some choice of null Lagrangian $N$. Hence it is sufficient to consider those terms in $L\left(\boldsymbol{x}, \nabla \boldsymbol{u}_{0}+\nabla \boldsymbol{\varphi}\right)$ which are of quadratic or higher order in $\nabla_{\boldsymbol{\varphi}}$. These terms are

$$
\begin{equation*}
\varkappa|\nabla \boldsymbol{\varphi}|^{2}+\frac{\partial \bar{G}^{0}}{\partial A_{x}^{i}} \frac{1}{2}\left(\varepsilon^{i j k} \varepsilon_{\alpha \beta \gamma} \varphi^{j} \varphi^{k}{ }_{, \gamma}\right)+\frac{\partial \bar{G}^{0}}{\partial d} \frac{1}{\sigma}\left(\varepsilon^{i k k} \varepsilon_{\alpha \beta \gamma \gamma} \varphi_{,}^{i} \varphi,{ }_{\beta}^{j} \varphi^{k}, \gamma+3 \varepsilon^{i j k} \varepsilon_{\alpha \beta \gamma} u_{0, \alpha}^{i} \varphi^{j}{ }_{, \beta} \varphi^{k}{ }_{, \gamma}\right) \tag{3.19}
\end{equation*}
$$

Now let

$$
\begin{align*}
N(\boldsymbol{x}, \boldsymbol{\varphi}, \nabla \boldsymbol{\varphi})= & \frac{1}{2}\left(\frac{\partial \bar{G}^{0}}{\partial A_{\alpha}^{i}} \varepsilon^{i j k} \varepsilon_{\alpha \beta \gamma} \varphi^{i} \varphi^{k}, \gamma\right), \beta+\frac{1}{6}\left(\varphi^{i} \frac{\partial \bar{G}^{0}}{\partial d} \varepsilon^{i j k} \varepsilon_{\alpha \beta \gamma} \varphi_{, \beta}^{j} \varphi^{k}, \gamma\right),{ }_{\alpha} \\
& +\frac{1}{2}\left(\varphi^{j} \frac{\partial \bar{G}^{0}}{\partial d} \varepsilon^{i j k} \varepsilon_{\alpha \beta \gamma} \psi_{0, \alpha}^{i} \varphi^{k}, \gamma\right),,_{\beta} . \tag{3.20}
\end{align*}
$$

This is easily verified to be a null Lagrangian. (It has the form of a divergence which vanishes on the boundary of $\Omega$.) On subtracting this null Lagrangian from (3.19)
we obtain

$$
\begin{array}{r}
\varkappa\left|\nabla_{\boldsymbol{\varphi}}\right|^{2}-\varphi^{j} \varepsilon^{i j k} \varepsilon_{\alpha \beta \gamma} \varphi^{k}, \gamma^{\frac{1}{2}}\left(\frac{\partial \bar{G}^{0}}{\partial A_{\alpha}^{i}}\right), \varphi_{\beta}-\varphi^{i} \varepsilon^{i j k} \varepsilon_{\alpha \beta \gamma} \varphi^{j}{ }_{\rho} \varphi^{k}{ }_{, \gamma} \frac{1}{6}\left(\frac{\partial \bar{G}^{0}}{\partial d}\right),{ }_{\alpha} \\
-\varphi^{j} \varepsilon^{i j k} \varepsilon_{\alpha \beta \gamma} u_{0, \alpha}^{i} \varphi^{k}, \gamma \frac{1}{2}\left(\frac{\partial \bar{G}^{0}}{\partial d}\right), \beta \tag{3.21}
\end{array}
$$

The only terms which are quadratic or higher order in $\nabla \varphi$ are now the first and third terms in the above expression, i.e.

$$
\begin{equation*}
\varkappa \varphi_{, \beta}^{j} \varphi_{, \beta}^{j}-\varphi^{i} \varepsilon^{i j k} \varepsilon_{\alpha \beta \gamma} \varphi^{j}{ }_{\beta \beta} \varphi^{k}{ }_{\gamma} \frac{1}{2}\left(\frac{\partial \bar{G}^{0}}{\partial d}\right),{ }_{, \alpha} \tag{3.22}
\end{equation*}
$$

It now follows from the fact that the first term is uniformly positive definite that the whole expression is a strictly positive definite quadratic form in $\nabla \boldsymbol{\varphi}$ for $\|\varphi\|_{C}$ sufficiently small.

We now apply Theorem 2.4 for the convex case to the integrand

$$
\begin{equation*}
L(\boldsymbol{x}, \boldsymbol{\varphi}, \nabla \boldsymbol{\varphi})=\tilde{L}\left(x, \nabla \boldsymbol{u}_{0}+\nabla \boldsymbol{\varphi}\right)-N(\boldsymbol{x}, \boldsymbol{\varphi}, \nabla \boldsymbol{\varphi}) \tag{3.23}
\end{equation*}
$$

to conclude that $\varphi \equiv 0$ is a strong local minimiser in the small for $\int_{\Omega} L(x, \varphi, \nabla \boldsymbol{\varphi})$ and hence that $\boldsymbol{u}_{0}$ is a strong local minimiser in the small for $\mathscr{F}(\boldsymbol{u})=\int_{\Omega} L(\boldsymbol{x}, \nabla \boldsymbol{u})$. Finally, this together with Lemma 3.3 demonstrates that $\mathscr{F}$ satisfies (3.10)-(3.12) completing the proof of Theorem 3.2.

Remark 3.5. There is an obvious global version of this Theorem, with no restriction on the support of the admissible variations, which can be deduced by applying Theorem 2.5 to $\int_{\Omega} L(x, \varphi, \nabla \boldsymbol{\varphi})$. However, one would not expect such a result to be optimal in general. It is still open, in this polyconvex setting, as to whether the criterion of positivity of the second variation fails as a sufficient condition for a strong local minimiser. (See also Remark 2.7.) Work in Ball \& Marsden [3] shows that the criterion certainly fails for mixed displacement traction problems.

Remark 3.6. Our proof of Theorem 3.2 shows indirectly that, for uniformly polyconvex integrands, the Hamilton-Jacobi inequality (1.19), as given in Proposition 1.3, together with the boundary condition (1.20), is always locally solvable. An alternative approach to the construction we have used would be to work directly with the Hamilton-Jacobi inequality. The main problem that we would encounter is that the Hamiltonian $H$ as defined by (1.21) is not in general smooth. However it is interesting to note that in these cases it is sufficient to solve

$$
\begin{equation*}
0 \geqq \frac{\partial P_{0}^{\beta}}{\partial x^{\beta}}(x, u)+\bar{H}\left(x, u, \nabla_{x, u} P_{M}^{\alpha}, \nabla_{u} P_{0}\right) \quad \forall x \in \Omega, \quad \forall u \in A \tag{3.24}
\end{equation*}
$$

where

$$
\begin{align*}
\bar{H}\left(\boldsymbol{x}, \boldsymbol{u}, \nabla_{x, u} P_{M}^{\alpha}, \nabla_{u} \boldsymbol{P}_{0}\right)= & \operatorname{Sup}_{\substack{F=\nabla u \\
A=\operatorname{adj} \nabla \boldsymbol{u} \\
d=\operatorname{det} \nabla \boldsymbol{u}}}\left\{\frac{\partial P_{0}^{\beta}}{\partial u^{i}} u, u_{\beta}^{i}+\sum_{\alpha, M} \frac{\partial P_{M}^{\alpha}}{\partial x^{m_{s}}}\left(N_{M}^{\alpha}\right)_{m_{s}}\right.  \tag{3.25}\\
& \left.+\frac{\partial P_{M}^{\alpha}}{\partial u^{\beta}} J_{M}^{\alpha^{+}}-G(\boldsymbol{x}, \nabla \boldsymbol{u}, \operatorname{adj} \nabla \boldsymbol{u}, \operatorname{det} \nabla \boldsymbol{u})\right\},
\end{align*}
$$

i.e., we treat the determinant, adjugate and gradient as independent variables. The advantage of (3.24) is that $\bar{H}$ will be smooth if $G$ is strictly convex and clearly a solution of this differential inequality will yield a solution of (1.19) since $\bar{H} \geqq H^{\dagger}{ }^{\dagger}$

Our proof of (Theorem 3.2 can be interpreted in the spirit of the last remarks as having constructed a solution of (1.19) by solving a smooth generalised Hamil-ton-Jacobi inequality in which the Hamiltonian $H$ is replaced by a smooth Hamiltonian $\tilde{H}$ which is an upper bound for $H$.

We remark also that given any particular equilibrium the techniques we have used in the proof of Theorem 3.2 may yield stronger results as demonstrated by the next example

Example 3.7. Let $W(F)=\operatorname{tr}\left(F^{T} F\right)+h(\operatorname{det} F)$, where $h$ is $C^{3}$ and strictly convex, then $W$ is polyconvex. Let

$$
\boldsymbol{u}_{0}(\boldsymbol{x})=\left[\begin{array}{l}
x^{1}+\psi\left(x^{2}, x^{3}\right)  \tag{3.26}\\
x^{2}, \\
x^{3},
\end{array}\right],
$$

where $\psi$ solves $\Delta \psi=0$ in $\Omega$. Then $u_{0}$ represents a shear and is a solution of (3.5); since $\operatorname{det} \nabla \boldsymbol{u}_{0}(x) \equiv 1$, (3.5) reduces to

$$
\begin{equation*}
\Delta \boldsymbol{u}_{0}=0 \tag{3.27}
\end{equation*}
$$

and $\boldsymbol{u}_{0}$ clearly satisfies (3.27). In fact $\boldsymbol{u}_{0}$ is a global minimiser of $E(\boldsymbol{u})$ for the displacement boundary value problem. This is a consequence of the following argument which is analogous to the proof of Theorem 3.2: by the convexity of $h$

$$
E(\boldsymbol{u}) \geqq \int_{\Omega} \operatorname{tr}\left(\nabla \boldsymbol{u}^{T} \nabla \boldsymbol{u}\right)+h\left(\operatorname{det} \nabla \boldsymbol{u}_{0}\right)+h^{\prime}\left(\operatorname{det} \nabla \boldsymbol{u}_{0}\right)\left(\operatorname{det} \nabla \boldsymbol{u}-\operatorname{det} \nabla \boldsymbol{u}_{0}\right) d x
$$

Since $\boldsymbol{u}_{0}$ is an isochoric deformation, it follows that the last term in the integral is a null Lagrangian with integral zero. Now by the convexity of $\operatorname{tr}\left(\nabla \boldsymbol{u}^{T} \nabla \boldsymbol{u}\right)$ and (3.27) it follows that

$$
\int_{\Omega} \operatorname{tr}\left(\nabla \boldsymbol{u}^{T} \nabla \boldsymbol{u}\right)+h\left(\operatorname{det} \nabla \boldsymbol{u}_{0}\right) d x \geqq \int_{\Omega} \operatorname{tr}\left(\nabla \boldsymbol{u}_{0}^{T} \nabla \boldsymbol{u}_{0}\right)+h\left(\operatorname{det} \nabla \boldsymbol{u}_{0}\right) d x=E\left(\boldsymbol{u}_{0}\right)
$$

[^0]Remark 3.8. The following heuristic example indicates that the result of Theorem 3.2 might be optimal. Consider a bar of stiff material embedded in a matrix of softer material and subjected to uniform boundary displacements in which the vertical sides remain vertical at the same distance apart and the horizontal sides are pushed together. One might expect that for boundary conditions of this type which are sufficiently severe, there would be multiple equilibria corresponding to the phenomenon of buckling (even though this a pure displacement problem). (See Ball [2].)


In particular we would expect that the equilibrium $\boldsymbol{u}_{0}$ in which the deformed rod remained vertical (i.e. unbuckled) is unstable and not a strong local minimiser. Theorem 3.2 however would say that $u_{0}$ was a strong local minimiser in the small. To see that this does not contradict our above observation that $\boldsymbol{u}_{0}$ is unstable, first fix $x_{0}$ in the bar. The restriction on the size of support around $x_{0}$ of the admissible variations imposed by saying that $\boldsymbol{u}_{0}$ is strong local minimiser in the small effectively shortens the length of bar available for buckling (i.e., it would require a variation over a greater length of the bar to reduce the energy).

## Concluding Remarks

The techniques used in $\S 3$ in the proof of Theorem 3.2 can be extended to treat higher dimensional polyconvex problems (i.e. $n>3$ ) with little difficulty, provided that hypothesis (3.8) is strengthened. The main point is to ensure the existence of a null Lagrangian satisfying the claim of Proposition 3.4. It can be verified that if the spatial dimension $n=2 r$ or $2 r+1$, then the assumption

$$
W(x, F)=x|F|^{2}+\bar{x}|F|^{2 r}+\bar{W}(x, F) \quad \text { for some } x, \bar{x}>0 .
$$

with $\bar{W}$ polyconvex, is sufficient to ensure that the appropriate version of Proposition 3.4 holds by analogous arguments.

The results presented in this paper bear on an interesting theorem of Tonelli [22] concerning the regularity of minimisers of $E(u)$ (given by (1)) on the set $\mathscr{A}_{\varepsilon}$ (given by (4)). (This corresponds to the case $m=n=p=1$ with $\Omega$ an interval.) Tonelli's partial regularity theorem has recently been reproved by Ball \& Mizel [20] using arguments in field theory. It would be interesting if this approach could be extended to polyconvex problems, perhaps through use of the Implicit

Function theorems of Valent [23] and the results of § 3. (Regularity of minimisers under the assumption of strict quasiconvexity is studied in Evans [8].)

I remark finally that it would be interesting to relax the smoothness assumptions made in this paper. (For example, allowing non-smooth potentials $P_{M}^{\alpha}$ should make it easier to satisfy (1.20).) In this context the work of Lions [18] should be relevant.
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[^0]:    ${ }^{\dagger}$ Related notions are used by Ponte Castaneda [15] in the study of overall properties of nonlinear composites; see also Talbot \& Willis [16] for the use of comparison functionals.

