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Understanding the space—time features of how a Lévy process crosses a
constant barrier for the first time, and indeed the last time, is a problem which
is central to many models in applied probability such as queueing theory, fi-
nancial and actuarial mathematics, optimal stopping problems, the theory of
branching processes, to name but a few. In Doney and Kyprianou [Ann. Appl.
Probab. 16 (2006) 91-106] a new quintuple law was established for a gen-
eral Lévy process at first passage below a fixed level. In this article we use
the quintuple law to establish a family of related joint laws, which we call
n-tuple laws, for Lévy processes, Lévy processes conditioned to stay posi-
tive and positive self-similar Markov processes at both first and last passage
over a fixed level. Here the integer n typically ranges from three to seven.
Moreover, we look at asymptotic overshoot and undershoot distributions and
relate them to overshoot and undershoot distributions of positive self-similar
Markov processes issued from the origin. Although the relation between the
n-tuple laws for Lévy processes and positive self-similar Markov processes
are straightforward thanks to the Lamperti transformation, by interplaying
the role of a (conditioned) stable processes as both a (conditioned) Lévy
processes and a positive self-similar Markov processes, we obtain a suite of
completely explicit first and last passage identities for so-called Lamperti-
stable Lévy processes. This leads further to the introduction of a more general
family of Lévy processes which we call hypergeometric Lévy processes, for
which similar explicit identities may be considered.

1. Introduction. This paper concerns the joint laws of overshoots and un-
dershoots of Lévy processes at first and last upward passage times of a constant
boundary leading to new general and explicit identities. We will therefore begin
by introducing some necessary but standard notation.

In the sequel X = {X,:¢ > 0} will always denote a Lévy process defined on
the filtered space (€2, F, F, P) where the filtration F = {F; :t > 0} is assumed to
satisfy the usual assumptions of right continuity and completion. Its characteristic
exponent will be given by W(6) := —logE(¢/?X1) and its jump measure by ITy.
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Associated to the Lévy measure Iy we define the left and right tail, TT and ﬁ;,
respectively, as follows:

My (x) =Tx(—00,—x),  Ty(x)=Mx(x,00), x>0.

We will work with the probabilities {P, : x € R} such that P, (X9 =x) =1 and
Po = P. The probabilities {@x :x € R} will be defined in a similar sense for the
dual process, —X.

Denote by {(L;', H)):t > 0} and {(L;!, H;):t > 0} the (possibly killed) bi-
variate subordinators representing the ascending and descending ladder processes.
Write « («, 8) and k (o, B8) for their joint Laplace exponents for ¢, 8 > 0. For con-
venience we will write

(0. f)=q+E(B) =q +cp+ f(o (=P,

where g > 0 is the killing rate of H so that ¢ > 0 if and only if lim;1 X; =
—00, ¢ > 0 is the drift of H and I1y is its jump measure. Similarly to [Ty we
shall define T (x) = Ty (x, 00). The quantity £ is the Laplace exponent of a true
subordinator. Similar notation will also be used for ¥ (0, 8) by replacing ¢, &, ¢
and Ty by ¢, &, Cand I1 - Note that necessarily gg = 0.

Associated with the ascending and descending ladder processes are the bivariate
renewal functions V and V. The former is defined by

o0
V(ds, dx) :/ dt - P(L;" eds, H, € dx)
0

and taking double Laplace transforms shows that

o0 o0 1
(1.1 /0 /0 e—“s—ﬂXV(dx,ds):K(a 5

with a similar definition and relation holding for V. These bivariate renewal mea-
sures are essentially the Green’s measures of the ascending and descending ladder
processes. With an abuse of notation we shall also write V (dx) and V(dx) for
the marginal measures V ([0, o0), dx) and V([O, 00), dx), respectively. (Since we
shall never use the marginals V (ds, [0, o0)) and V(ds, [0, 00)) there should be
no confusion.) Note that local time at the maximum is defined only up to a mul-
tiplicative constant. For this reason, the exponent ¥ can only be defined up to a
multiplicative constant and hence the same is true of the measure V (and then
obviously this argument applies to V).
Let

for o, B >0,

X, = sup X,

u<t
and define for each x € R,

tj:inf{t>O:X,>x} and G,=sup{s <t:X;=X,}.
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A new identity was given in [16] for general Lévy processes which specifies at
first passage over a fixed level the quintuple law of: the time of first passage relative
to the time of the last maximum at first passage, the time of the last maximum at
first passage, the overshoot at first passage, the undershoot at first passage and
the undershoot of the last maximum at first passage. For sake of reference, the
quintuple law is reproduced below.

THEOREM 1 (Doney and Kyprianou [16]). Suppose that X is not a compound
Poisson process. Then for each x > 0 we haveonu > 0,v>7y,y € [0,x],s,t >0,

P(t, —G,+_€dt,G+_€ds, X+ —x€du,x — X +_€dv,x — X +_€dy)
=V(ds,x — dy)f/\(dt, dv — y)[Ix(du + v),

where the equality holds up to a multiplicative constant.

Many of the results in this paper will follow as a consequence, either as an
application or by similar reasoning, of the above quintuple law. As mentioned
earlier, we shall concentrate not only on the case of first passage above a fixed
level, but also last passage above a fixed level. Additionally, limiting cases of such
laws will also be on the agenda. Moreover, our reasoning permits us to deal with
more than just Lévy processes and we consider also Lévy processes conditioned to
stay positive as well as positive self-similar Markov processes. In all of the cases
we consider, depending on the setting, it will be possible to produce joint laws of
anywhere between three to seven variables associated with the passage problem.
We therefore collectively refer to our results as the n-tuple laws.

The principal motivation for this work is the wide variety of applications that
are connected to the first and last passage problem. In the theory of actuarial math-
ematics, the first passage problem is of fundamental interest with regard to the
classical ruin problem and typically takes the form of the so-called expected dis-
counted penalty function. The latter is also known in the actuarial community as
the Gerber—Shiu function following the first article [19] of a series which has ap-
peared in the actuarial literature. Recent literature, for example, [12], also cites
interest in the last passage problem within the context of ruin problems. In the
setting of financial mathematics, the first passage problem is of interest in the pric-
ing of barrier options in markets driven by Lévy processes. In queueing theory,
passage problems for Lévy processes play a central role in understanding the tra-
jectory of the workload during busy periods as well as in relation to buffers. Many
optimal stopping strategies also turn out to boil down to first passage problems; a
classical example of which being McKean’s optimal stopping problem [26]. It is
not our purpose, however, to dwell on these applications as there is already much
to say about the first and last passage problems as self-contained problems.

Let us conclude this section by outlining the remaining presentation of the pa-
per. In the next section we present a family of three new quintuple laws. First,
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a quintuple law of a general class of Lévy processes conditioned to stay positive
and issued from the origin which concerns overshoots and undershoots at last pas-
sage above a level x > 0. This quintuple law will follow from Theorem 1 as a
natural consequence of the Tanaka path decomposition. Note that the latter orig-
inates from the theory of conditioned random walks, but thanks to [14] a version
of the path decomposition is also available for Lévy processes conditioned to stay
positive. The aforementioned quintuple law at last passage may then be used to
construct two further septuple laws at last passage. One for a Lévy process con-
ditioned to stay positive when issued from a positive position, and a second one
for a Lévy process without conditioning. In Section 3 we turn return to a family
of results concerning asymptotic overshoot—undershoot triple laws at first passage
which improve on recent contributions in the literature. The improvements lie with
the increased number of variables in the joint laws as well as, in some cases, the
possibility of negative jumps in addition to positive jumps. These are then used
to establish asymptotic overshoot—undershoot triple laws at last passage for Lévy
processes and Lévy processes conditioned to stay positive. Proofs are given in Sec-
tion 4. Next, in Section 5 we use ideas behind asymptotic overshoot—undershoot
triple laws to examine the stationary nature of overshoot—undershoot triple laws
for positive self similar Markov processes issued from the origin. Finally in Sec-
tion 6 we consider some examples where the previously appearing identities be-
come more explicit. Moreover we play off some of the results from the previous
sections against one another and conclude with some explicit identities for Stable
and Lamperti-stable processes.

2. Quintuple and septuple laws at last passage. We start with our first result
which describes the quintuple law at last passage for a Lévy process conditioned to
stay positive and issued from the origin. Henceforth we shall denote by PT the law
of (X, IP) conditioned to stay positive. This law can be constructed in several ways;
see, for example, [8, 15]. However we will be specifically interested in Tanaka’s
construction of the law PT as described in [14]. In the latter construction, which is
valid for Lévy processes which do not drift to —oo and for which 0 is regular for
(—o00, 0), the excursions from O of process (X, P1) reflected at its future infimum
are those of (X, P) reflected at its past supremum and time reversed. Moreover the
closure of the set of zeros of the latter equals that of the former.

Let

Xy =inf{X;:5 > 1}
be the future infimum of X,
Gy =sup{s <t:X; — X; =0}, Dy =inf{s >1:X; — X; =0}

are the left and right end points of the excursion of X from its future infimum
straddling time ¢. Now define the last passage time

Uy =sup{s > 0: X; <x}
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and observe that U, can be the left or right extrema of an excursion interval of
the process conditioned to stay positive reflected at its future infimum. However,
if x does not coincide with a point in {X;, 7 > 0}°! then U, corresponds to the left
extrema of an excursion; in particular Uy = Gy, .

The quintuple law at last passage for Lévy processes conditioned to stay positive
and issued from the origin reads as follows.

THEOREM 2. Suppose that X is a Lévy process which does not drift to —oo
and for which 0 is regular for (—00,0). Fors,t > 0,0 <y <x,w>u >0,
P'(Dy, — U, edt, Uy €ds, Xy, —x €du, x — Xy,— €dy, Xy, —x € dw)
=V(ds,x —dy)V(dt,w — du)[1x(dw + y),
where the equality hold up to a multiplicative constant.
PROOF. Suppose that F:R> — R* is a measurable and bounded function
such that F(, -, -, -, 0) = 0. Thanks to Tanaka’s path decomposition we may iden-

tify G+ = Uy, Dy, =}, Xy, = X+, Xy,— = X+ and Xy, = X+ +
X+ — X +_. Hence we may write directly the following identity:

EY(F(Dy, — Ux, Uy, Xu, —x,x — Xy, —, Xu, — X))
=E(F(z;, =G+ ,G+_, X+ —x,
¥ Xop o Xop = Xpp_ + X — )
:IE(F(IX+ _Erx*—’érx*—’xrx* —x,
X=X (X =)+ (=X ) — (x = X5 )))

= Jo oy V(ds,x —dy)V(dt,dv — y)[Ix(du + v)
,00

X F(s,t,u,y,u+v—y)1y<xav).

The result follows by a change of variables w = u + v — y in the above integral.
Note in particular the assumption on F allows us to exclude from the expectation
considerations corresponding to the Lévy process creeping upward; equivalently
thatx € {X;,r >0}, O

As a consequence of the quintuple law in Theorem 2 we obtain the shortly
following two corollaries which specify septuple laws at last passage for Lévy
processes and for Lévy processes conditioned to stay positive when issued from a
positive position. In both corollaries we use the notation

G, =sup{s <t: Xy — X, =0},
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where

X, :=inf X,,.

u<t
We also write IP’ZT for the law of X conditioned to stay positive when issued
from z > 0. It is known that the latter satisfies, for example, IP’ZT (Xy edx) =
V) 'WWxPX, € dx, X, > 0) where x > 0. Moreover, in the sense of weak
convergence with respect to the Skorohod topology, lim, ¢ P! = P' when 0 is
regular for (0, c0). See Chaumont and Doney [8] for full details.

COROLLARY 1. Suppose that X is a Lévy process which does not drift to —oo
and for which 0 is regular for (—o0, 0) as well as for (0,00). Fort,x,z > 0,s >
r>0,0<v<zAx,0<y<x—v,w>u>0,

PI(Go €dr, X, €dv, Dy, — Uy €dt, Uy € ds,
Xu, —x€du,x — Xy,— €dy, Xy, —x €dw)
=V(@) 'Vdr,z—dv)V(ds —r,x —v—dy)V(dt,w — du)Ix(dw + y),

where the equality holds up to a multiplicative constant. Moreover, in the particu-
lar case that 7 > x

Pl (Uy =0,Gy €dr, X, €dv) =V (2) "'V (dr,z — dv)

forr >0andv € [x, z].

PROOF. The first part of the corollary is a direct consequence of Millar’s result
for splitting a Markov process at its infimum; cf. [27, 28]. Indeed, according to
the latter, the postinfimum process is independent of the preinfimum process and,
relative to the given space time point (G, X ) the postinfimum process has the
law of PT. We should note that in Millar’s description of the postinfimum process,
the assumption that 0 is regular for (0, c0) means in particular that the process X
is right continuous at times which belong to the set {t > 0: X; = X, }.

To compute the joint law of (G ., X ), and thus complete the proof of the first
part of the corollary, let e; be an independent random variable which is exponen-
tially distributed with rate ¢ > 0. With the help of the compensation formula for
the excursions of X away from X we have that for r > 0 and v € [0, z],

PI(Go € dr, X, €dv)

i T (! v
@0 =1im V()™ Ex (11, car.x,, can V (Xe,)11x,, 20)

S _
= V@ imE(Lig,, edrz+xe can)V (0 + Xe, = Xe,))-
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When X drifts to +oo the right-hand side above is well defined as V(oo) < oo and
is equal to

V(o) VI (@P(Go, €dr,z + X oo €dv) =V 1)V (dr, z — dv).

Note that the last equality is consequence of the fact that the negative Wiener—Hopf
factor takes the form

©(0,0)

K(a, B)

the Laplace transform (1.1) and that V(oo) =1/x(0,0).
Henceforth we assume that X oscillates. Note that

E(e*“Qoo *ﬂloo) _

E(I{Qeq Gdr,z+Xeq edv}V(U + Xeq - Xeq))

OO —~
(2.2) =K qe” "G, car, 4 x,eavylix,=x,) V (v) dt
0

dg ~
+EZI{Qg_edr,z+£g,edv}/‘ qe_th(U+8g(t)) dt,
g 8

where the sum is taken over all left end points, g, of excursions of X from its infi-
mum X, with corresponding excursion and right end point denoted by &, and dj,
respectively. Suppose that we call the two terms on the right-hand side of (2.2) A,
and B, . Recalling that X oscillates, we have

}]ii% Ay < }Ziilol V(v)IP(Qeq edr,z+ Xeq edv) =0.
Appealing to the compensation formula for excursions we have

00 ~ ¢ ~
B, = E(/O (G, cdrz+x, cavje” !’ dLS>Q(/(; ge "V (v+eu)) du),

where ¢ is the generic excursion with life time ¢ and n is the associated excursion
measure. After a change of variables s — f; ! the first term on the right-hand
side above has a limit as g | 0 equal to Vdr,z —d v). The second term on the
other hand converges to a constant as ¢ | 0 as we shall now explain. Note that
it may be written in the form Q(V(v + s(eq))l{eq<§}) which, on the one hand
is lower bounded by Q(V(S(eq))l{eq<§}) and, on the other, is upper bounded by
Q(V(v)l{eq<;}) + Q(V(e(eq))l{eq<g}). The latter bounds are, respectively, thanks
to the monotonicity and subadditivity of the renewal function V. It is known (cf.
[8, 32]) that V is harmonic in the sense that E(V(z + X)1z4x,20) = V(2). Ap-
pealing to the description of the excursion measure n# in Theorem 3 in [7] we find
that

n(V(e).t <) =E"(1).
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This in turn implies that Q(V(s(eq))l{eq<;}) = 1. At the same time, since X
oscillates we have that n(; = oo) = 0 and hence limg o Q(V(U)l{eq<§}) =0.1It
follows that limg o B, is proportional to f/\(dr, z — dv). Referring back to (2.1)
and (2.2) this completes the proof of the first part of the corollary.

The proof of the second part of the corollary is a direct consequence of the joint
law of (G .. X o). U

REMARK 1. Itis worth noting that contained in the proof of the above corol-
lary is a generalization to Chaumont’s law of the global infimum of a Levy process
conditioned to stay positive (cf. Theorem 1 of [8] for its most general form).
Namely, that, under the conditions of the above corollary, for r >0and 0 <v <z

V(dr,z —dv)
PG, edr, X, €dv)= ———.
e (Goo Koo €dV) V(2)
COROLLARY 2. Suppose that X is a Lévy process which drifts to oo and for
which 0 is regular for both (—o0,0) and (0, 00). For t,x,v>0,s >r > 0,0 <
y<x4v,w=>u>0,

PGy €dr,—X €dv, Dy, — Uy €dt, Uy €ds,
Xu, —x€du,x — Xy,- €dy, Xy, —x €dw)
=V (c0)~ 'V (dr,dv)V(ds —r,x + v —dy)V(dt, w — du)Tx(dw + y),

where the equality holds up to a multiplicative constant.

PROOF. The corollary is again a consequence of Millar’s result for split-
ting a Lévy process at its infimum. Specifically, the preinfimum and postinfimum
processes are independent conditionally on the value of (G, —X ) and relative
to the latter space—time point, the law of the postinfimum process is PT. Moreover,
a computation similar in the spirit to (but much easier than) the proof of the pre-
vious corollary shows that the law of the pair (G, —X ) is given by V(dr, dv).

0

3. Asymptotic triple laws at first and last passage times. We begin this
section by returning to asymptotic overshoot—undershoot laws of Lévy processes
at first and last passage. Related work on the forthcoming results can be found
in [22] and [30]. In both of the aforementioned articles, two-dimensional asymp-
totic overshoot—undershoot laws were obtained. Here we address the case of three-
dimensional overshoot—undershoot laws with the help of the following key obser-
vation.

For notational convenience frequently in this section we will denote the under-
shoots and overshoots at the first passage above a barrier as follows:

Z/{xzx—yt;r_, Vx=x—Xr;_, (’)x=XT;r—x, x > 0.
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LEMMA 1. Foru<x,v>u,w >0 we have

PUy >u, Vi >0,0;y>w)=PVy_y>v—u, Ox_y >w+u).

PROOF. By virtue of the fact that ;" is a first passage time recall that x —
Yr;r <V,.Ontheevent {Ufy > u,V, > v, Oy > w} the interval [x — u, x +w] does
not belong to the range of X. This implies that O,_, > u +w and V;_, > v — u.
Conversely if the latter two inequalities hold, then we may again claim that the
interval [x — u, x + w] does not belong to the range of X. Since Uy_, € [0, Ve_u]
it follows that Uy > u, Vy > v, O, > w. The reader is encouraged to accompany
the proof with a sketch at which point the proof becomes completely transparent.

O

The above lemma tells us that studying the law of the triple (x — Yrjf’ x —
X+, X+ —x) is equivalent to studying the law of the pair (x — X +_, X + —x).
This is a recurrent idea appearing in the proof of the theorems below. We will also
make repeated use in the aforementioned proofs of an important identity obtained
by Vigon [34] that relates 1y, the Lévy measure of the upward ladder height
subordinator H, with that of the Lévy process X and V, the potential measure
of the downward ladder height subordinator H. Specifically, defining Ty (x) =
[Ty (x, 00), the identity states that

3.1) ﬁH(r):/OOO V@nmyd+r), r>0.

THEOREM 3. Let X be a Lévy process that does not drift to —oo.

(1) Assume that the law of X1 is not arithmetic. The triple (x — Yr;_, X —
X+, X+ — x) converges weakly as x — 00 toward a nondegenerate random
variable if and only if uy :=E(H)) < 00. In this case the limit law is given by

lim P(x —Yﬁ_ €du,x — X +_€dv,X + —x €dw)
X—>00 X X X

1 ~
= —duV(dv—u)lx(dw + v) 1 {y>u>0,w>0}-

M+
In particular,
xli}ngoIF’(x _Yrj— >u,x — er+_ > v, th+ —X>w)
1 v—u —~ —
3.2) =— dy VdhOy(w+1+v—1y)
“+ Jo [y,00)

| -
+—/ dyllp(w+y),
Kt Jv

where 0 <u <v, w > 0.
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(1) If there exists a nondecreasing function b:(0,00) — (0, 00) such that
X;/b(t) converges weakly , as t — oo, toward a strictly stable random variable
with index « € (0, 2), and positivity parameter p € (0, 1), then

X — er+_

) X —Yr+_ X +—x
lim IP’( * — edu, edv, —= edw)

X—> 00 X X X

_sin(apm) C(a+1) (1 — w)@= 1y — yy*=p-1
" 7 Tepld-p) (v + w) e

forO<u<1,v>u,and w > 0.
(iii) Assume that X oscillates and that the mean of H\ is finite. Suppose more-

dudvdw

over that ﬁ; = l'[; (x, 00) is regularly varying at oo with index —1 — « for some
a € (0,1). Then

] X_Yﬁ— x— X +_ X, +—x
lim ]P’( = edu,ixedv,"iedw)
X—>00 X X X
a(l+a) 1

dudvdw

TT@T(I—a) (I—u) =%+ w)2+e

forO<u<l,v>uand w > 0.
(iv) Assume that X drifts to oo and that ﬁ; is regularly varying at oo with
index —o for some « € (0, 1). Then

] x— X +_ X+ —x
lim IP( I — edv, —= edw>

X—>00 X X

o 1

= dvdw
Fe)T (1 —a) (I —v)! =@+ w)et!
for w > 0and 0 <v < 1. Furthermore,
Yr;—_—Xt;—_ _x—Xr;—_ _X—Yr;—_ P 0
X - X X X—>00 ’

REMARK 2. It is important to mention that the assumptions in Theorem 3
can be verified using only the characteristics of the underlying Lévy process X.
According to a result due to Chow [13] necessary and sufficient conditions on X to
be such that E(H}) < oo, are either 0 < E(—X;) <E|Xi| <ocoor 0=E(—X)) <
E|X{| < oo and

xTy (x)
/ ( " o )dx < 00
oo \1 + [ dy [° Ty (x) dz

with TTy (x) = My (—o0, —x), x > 0.
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Observe that under such assumptions the Lévy process X does not drift to oo,
that is, liminf;_, oo X; = —o0, P-a.s. Kesten and Erickson’s criteria state that X
drift to oo if and only if

|yl ) =4
IMx(d = I d
'/(_oo,_l) <ﬁ_X|—(1)+.[1|ylﬁ;(Z)dZ X( y) < 0 /; X(.X) X

or
0 <E(X) <E[X]| < o0;

cf. [21] and [18]. (In fact, Chow, Kesten and Erickson proved the results above for
random walks, its translation for real valued Lévy processes can be found in [17]
and [33].) Moreover, a sufficient condition in terms of the tail Lévy measure of X
for the hypothesis in (ii) in Theorem 3 to be satisfied can be found in Lemma 5
in [30].

REMARK 3. Under suitable hypotheses, which can be found in [30], and using
very similar methods, it is possible to establish an analogue of the latter result when
x — 0. As this article is rather long already, and for sake of conciseness, we have
chosen not to include a proof nor a statement.

A simple but interesting consequence of Theorems 2 and 3 are the following
asymptotic triple laws for the overshoot and undershoot at the last passage above
a barrier of a Lévy process conditioned to stay positive. We just state the result
under the assumption that the process starts from 0, although, thanks to a simple
application of Corollary 1, a similar result holds when the process starts from a
strictly positive position. Moreover, using Corollary 2 it is also possible to establish
from the following corollary the analogous result for the asymptotic law for the
overshoot and undershoot at the last passage above a barrier of a Lévy process. We
leave the details to the interested reader.

COROLLARY 3. Suppose that X is a Lévy process which does not drift to
—oo and for which 0 is regular for (—o00,0) and (0, 00). If the assumptions of
Theorem 3(i) are satisfied then asymptotic three-dimensional law of overshoots
and undershoot of a Lévy process conditioned to stay positive is given by

lim P'(x — Xy,_ edy, Xy, —x €du, Xy, — x € dw)

X—>00

d _
= Y Ny (du+ )V - dw)
I+

fory>0,0<w <u.
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If, respectively, the assumptions in (ii), (iii) or (iv) in Theorem 3 are satisfied
then

—Xy.— Xy. — Xy. —x
lim IP’T<X—U" edy, 20, 7Y edu,‘L de)
X X

X—> 00 P

sin(apm)T (@ +1) (1 — y)@~L@ — w)el=p)=1

dydudw,
Tl (ap)(x(1 — p)) (u + y)+e
in case (i),
- a(l—i_a) 1 . oo
dydudw, ’
C()(1 —a) (l_y)l—al(u+y)2+o, yauadw in case (iii)
o

dydu 8, (dw), j iv),
T (1 —a) (1 — y) = (u 4 y)lta P u(dw) in case (iv)

forO<y<l,u>=w=>0.

Theorem 3 excludes the case of a Lévy process that drifts to —oo. In that case
the process has a strictly positive probability of never crossing a given positive bar-
rier and hence the overshoots and undershoot take the value co on that event. Nev-
ertheless, it is possible to establish similar results to those established in Theorem 3
conditionally on the event that the process reaches the level. That is the purpose of
the following results which are in turn a generalization of the results in [22] where
the asymptotic behavior of the overshoot and undershoot of a spectrally positive
Lévy process has been studied. We will assume that the Lévy measure is subex-
ponential. Analogous results for three-dimensional undershoot and overshoot laws
in the case where the underlying Lévy process has a close to exponential Lévy
measure have been obtained in [16].

Recall that a probability distribution function F over [0, 00) is said to be subex-
ponential if the tail distribution, F(x) := 1 — F(x), x € R, satisfies that F(x) > 0,
x >0, and

F2(0) _

1m —
xX—>00 F(x)

3.3)

We will say that the Lévy measure H; := I x|[0,00) 1 subexponential if the distri-
bution of the probability measure [Tx[1, oo)_1 ITx|[1,00) 18 subexponential. We are
interested in particular in two special cases of subexponential distributions: those
which are regularly varying and those in the domain of attraction of a Gumbel
distribution.

THEOREM 4. Let X be a real valued Lévy process drifting to —oo, with subex-

ponential right tail Lévy measure, and such that the mean of H, is finite and put
u—=E(H)).
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@) Ifﬁ; is regularly varying at oo with index —1 — « for some o € (0, 1)
then

) X—Yr+_ =X, +_ X, +—x
lim P(—"edu,—x>v,x—>wrj<oo>
X—>00 X X X
=—5 dl/l
At vt w1 @

for u, v, w > 0. Note in particular (with regard to the first element of the triple)
that the limiting distribution is concentrated on {1} x [0, 00)2.

(i) Assume ﬁ; is in the maximum domain of attraction of the Gumbel dis-

tribution. Let a :R* — (0, 00) be a continuous and differentiable function such
that

=t =t
at) ~ [ dy () /M)
X
and a’(x) — 0 as x — oo. Then
x—X_+ —X_+ X +—x
lim P(J edu, —= = >y, =
X—00 X a(x) a(x)

= e~ WT§, (du)

> w

+
T, <OO>

for u,v,w > 0. Note again in particular (with regard to the first element of the
triple) that the limiting distribution is concentrated on {1} x [0, 00)2.

4. Proof of Theorems 3 and 4.

PROOF OF (i) IN THEOREM 3. We will prove that the Laplace transform of
the triple law of overshoot and undershoots converges pointwise which is enough
for proving the claimed weak convergence. From the quintuple law in Theorem 1
we obtain that the Laplace transform of the undershoots and overshoot of X can
be written as

E(exp{—01(x = X+ ) —62(x = X+ ) —603(X,+ —x)})
=/(; V(dy)‘/(‘) V(dl)
x [ Mx@expl-61x = ) ~ 6o = y 1)
z>x—y+l

—03(z— (U +x—y)}

x 0o
:/ V(dy)e—(91+92)(x—y)/ V(dl)e_ezl
0 0

o / My (dz)e 3G+
7>x—y+l
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for x > 0 and 61, 62,03 > 0. The proof will follow from an application of the
version of the key renewal theorem appearing in Theorem 5.2.6 of [20] and the
remark following it, applied to the renewal measure V (dy) and the function

o0
@.1) 1> e @t / V(dhe ™! / My(dz)e” B p s
0 z>r+l

To this end, observe that the measure V (dy) is the renewal measure associated
with the probability measure P(H, € dy), where e is an independent exponential
random variable with unit mean. An easy calculation using Laplace transforms
shows that the random variable H is nonarithmetic, because X has the same prop-
erty. Moreover, E(He) = (14 < 00; and the function defined in (4.1) is bounded
above by the decreasing and integrable function

O =t
r.—>e*<91+92>f/ VdDTy(+r), r>0.
0

Note that the integrability of this function follows from (3.1) and the fact that, by
assumption, the mean of H is finite or equivalently ITj is integrable.

We can hence apply the version of the renewal theorem appearing in [20], The-
orem 5.2.6 and the remark following it, to deduce that for 61, 65, 63 > 0,

Jim E(exp{—91 (x =X+ ) —6a(x = X+ ) —63(X + — x)})

= — d le
- y/ (dl)

x/ Mx(dz)exp{—61y —62(y +1) — 03(z — (L + )},
z>y+l

which implies the result. The formula for the asymptotic distribution of the three-
dimensional law of overshoot and undershoots is obtained using elementary argu-
ments.

To establish the other direction of the proof, we observe that if the triple of
random variables (x — Y F_ X = X, +, X, +— x) converges weakly as x — oo
to a nondegenerate random Varlable then X + — x also converges weakly to a
nondegenerate random variable. It is known that this implies that the mean of H
is finite; see, for example, Theorem 8 and Lemma 7 in [17]. O

PROOF OF (ii) IN THEOREM 3. The proof of this result is essentially an ex-
tension of the method of proof used in Theorem 2 in [30] so we will just provide
an sketch of proof. Let X be the Lévy process defined by (X,;/b(r),t > 0) and
X=(X;,t>0)bea strictly a-stable Lévy process.

By assumption X Y) converges weakly to X1, and it is well known that this
implies that the process X" converges weakly toward X. The undershoot and
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overshoot of X" are such that

") ) Vb(r) Obm)
30 == NN Os
oo = G 500)

in the obvious notation. By Theorem 13.6.4 in [35] it fglloyzs that ~(Vl(r), OY))
converges weakly toward the undershoot and overshoot (V1, O1) of X at level 1,
which implies that

Vb(r) Ob(r)) D o~ ~
, ,O1).
(b(r) b(r) ) T V12OV

Next we appeal to an argument similar to the one used in the proof of Theorem 2
in [30] to justify that

(X—XT);F_ X.[);F—X> D

V1, Oy).

’

X X r—o0

The proof is based on the fact that the asymptotic inverse of b, say b, is such that
b(b=(x)) ~ x as x — oo. Now using Lemma 1 we get that for u € [0, 1[, v > u,
w > 0,

) X—YT+_ x— X +_ X, +—x

lim P(—x>u, I >yp, —= >w)

X—> 00 X X X
V —u O

42) :1im[P’<—Z>v ”,—Z>w+”>
7—00 Z 1—u z 1—u
:P()~71> v_u,(51> w+u>.

1—u 1—u

To conclude the proof and for sake of reference we quote, from [16], the formula
for the law of the undershoots—overshoot at level 1 for a stable process with index
o € (0, 2) and positivity parameter p € (0, 1),
P € du, V) € dv, O) € dw)
. sin(aprr) Fa+1)
. D(ep)l(a(l —p))
(1 _ u)ap—l(v _ u)oz(l—p)—l
(v + w)lte

(4.3)

dudvdw

forO<u <1,v>u,and w > 0. From (4.2), (4.3) and elementary calculations we
infer the required weak convergence. [

PROOF OF (iii) IN THEOREM 3. The proof of (iii) and (iv) are based on the
following basic identity which can easily be extracted from from the quintuple law
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in Theorem 1. For v, w >0

Px—X,+_>v, X+ —x>w)
4.4) ' '

X ~ J—
= [ van | VDT (w+1+ (x — y)).
0 [(v—(x—y))V0,00)
From the basic identity (4.4) we have that for a, b > 0,

P(x — Xr;r_ > xb, er — X >ax)
(1-b) o
:1{0<b51}f V(xdy)/ V(dl)l'IX(ax+l+x(1 —y))
0 [0,00)
1
4.5) Flosen [ Vidy)
(1-b)
St
x/ V(dDIy(ax +1+x(1—y))
[x(b—(1—y)),00)

1 -~ —
+1{b>1}/ V(xdy)/ V(d) Ty (ax +1 4+ x(1 — y)).
0 [x(b—(1—y)),00)

Thanks to Theorem 3(a) in [30], under the assumptions in (iii), we have the esti-
mate

_ 1 oo
(4.6) Ty (x) ~ M_/ My(z)dz,  x— oo,
— Jx

where _ = E(ﬁl) < 00. By Karamata’s theorem (see, e.g., Chapter 1 of [3]) and
the assumption that ﬁ; is regularly varying at infinity with an index —(1 + «), for
a € (0, 1), it follows that [Ty is regularly varying at infinity with index —«. By
Proposition 1.5 in [2] we have that

_ a%

My (x)V[0, ax] o aT @1 —a)’ a>0.

This implies the weak convergence of measures

weakly y"‘_l
x=o0 ["(e)I'(1 —
We claim that the asymptotic results in (4.6) and (4.7) imply also that

1

Mg (x) /[x<b<1y>>,oo>

4.7) M)V (xdy)lxeo 1y

1 dy.
@) {ye@©.13 &Y

V(dD) Ty (ax +1 4 x(1 — y))
(4.8)

——(a+b)",
X—>00

uniformly in (a + b) € [, 00), for every 7 > 0. To see this, we apply the renewal
theorem to V and use the estimate (4.6). More precisely, the renewal theorem
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implies that, for # > 0 and ¢ > 0, there exists a 7o > 0 such that

~ h eh
Vit,t +h)— —| < — vVt > 1.
m—1  p—
Hence, for every ¢, h > 0 and x large enough

/ V(dDTy (ax +1 +x(1 - y))
[x(b—(1-y)).00)

— V@hTig(l —x(b — (1 —y)) + x(a + b))
[x(b—(1-)),00)
o0

B

/ VDT (i —x(b—(1—y))
—o ¢ x(0—=(1=y)+nh,x(b—(1=y)+{n+1Dh)

+x(a+Db))
<Y Vx(b— (1 =) +nh,x(b— (1 —y)) + (n + D)y
n=0

X (nh+ x(a + b))
(1+e)h &

< > Ty (nh +x(a+b))
H— n=0
Pl Oooﬁ§(z+x(a+b))dz

n—
~(+olgx)a+b)™  asx— oo,
where the final estimate follows from (4.6) and the regular variation of I1. This
implies that
lim sup — V@DTIy(l —x(b— (1 =) +x(a+b))
x—o0 Iy (x) Jix(o—(1-y)),00)
<(a+b)“

for all a + b > 0. The analog estimate for the limit inferior is obtained in a sim-
ilar way thus justifying (4.8), but not uniformly in (a + b) > ¢ for every ¢ > O.
The aforesaid uniformity in (a + b) follows from the fact that as I1y is regularly
varying at infinity then

—o

T
4.9) lim H(x) =c uniformly in ¢ € [t, 00),

X—00 ﬁH(x) -

for each t > 0; see, for example, Theorem 1.5.2 on page 22 of [3]. Using the weak
convergence in (4.7) and the uniformity in (4.9) we get that for 0 < b <1, a > 0,
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the first term in (4.5) tends as x — oo toward
(1-b) ~
/ V(xdy)/ V(dDIy(ax +1+x(1 —y))
0 [0,00)

Mx(ax +x(1—y))
Ty (x)

(1-b) __
- fo Mh @)V (xdy)

1 a-=b 1
= Far@h @+ 1= y)*
In addition, arguing as above, using instead of (4.9) the property (4.8), we may
deal with the second and third terms in (4.5) as x — oc¢ and obtain for 0 < b <1

dy.

1 —~ —
/1 V@dﬂ/1 V(dDTy (ax +1 +x(1 - y))
1-b [e(b—(1-)).00)

1 1 1

a—1

x—00 T'(1 — o) (@) (1—b)y (a+b)*

dy
and for b > 1
1 ~ —
./ V@ﬂy{/ V(dDTy(ax +1 +x(1 - y))
0 [x(b—(1—-y)).00)

1 /1 w1 1
Y T e
x—oo I'(1 —a)'(@) Jo (a + b)¥
respectively. Putting the three terms together back in (4.5) we get
] x— X +_ X+ —x
lim IP( > ph, —= > a)

X—> 00 X X

dy,

B 1 /1 o1 1
“TA-of@b ’ G@+rd—yvhe

for a, b > 0. Taking derivatives we deduce that the weak limit, as x — oo, of the
x—X + X +—x

law of the couple (—>—, —*—), has a density given by

(I4+a) A-0-=v))
Ll (1l —a) (v+w)*t?

where z4 = max{z, 0}. Lemma 1 and the identity (4.2) allows us to infer the weak
x—X + x—X + X +—x
convergence of the triplet (——=>—, ). Using (4.10) we deduce the

X X ’ X

form of the density for the asymptotic law for the overshoot and undershoots. [

dy

(4.10)

, v,w >0,

PROOF OF (iv) IN THEOREM 3. The proof is based on the identity (4.5) and
the fact, proved in Theorem 3(b) and Corollary 2(b) in [30], that under our hy-
potheses

Myx) ~V(eo)Iy(x),  x— oo.
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This implies that for any b,a > 0and 0 <y <1 suchthatb — (1 —y) > 0,

1

Ty (x) Jixo—1-y)),00
1 STt

S VDT (I —x(b— (1 —y)) +x(a +b)

T (x) Jix—(1-3)).00) x(=x( ) )

T4 (x(a + b))
Mg (x) Lx(b—(1—)),00)

=+
3 b R
< Mxb(@+5) V(dl) —> 0.
My (x) [xb,00) X—>00

V(dDTIg (ax +1 + x(1 — y))

Vdl)

IA

Therefore, using the above estimate and that ITy (x) V[0, xc] — ¢*/al (@)['(1 —
o), as x — 0o, uniformly for ¢ € K, K being any compact set in (0, co) cf. [2], in
the identity (4.5), we obtain that

lim P(x — X_+_ >xb, X_+ —x > ax)
X—>00 X X

(1-b)
@.11) —Ljgzpen Jim [ Vi(xdy)

x/ V(DT (ax +1 +x(1 — ).

[0,00)

Moreover, it follows from (3.1) that fora > 0,0 <b <1land y € [0, 1 — b],
Ty (x(a+0—y))

= V(dDTIg (ax + 1+ x(1 — y)),
[0,00)

and hence arguing as in the proof of Theorem 3(iii) we arrive at the identity
lim P(x — X_+_ >xb, X_+ —x > ax)
X—>00 X X

(1-b) ~ _
= lim V(xdy)f V(dD)Ty (ax + 14 x(1 — y))
0 [0,00)

(1-b) ini —
— lim ﬁH(x)V(xdy)HH(x(i+(l )
x—00 Jo Iy (x)
B 1 a-=b 1
- F(l—a)F(a)./() Y @+ d—y)e ay.

Taking derivatives we obtain the form of the density of the asymptotic law for the
overshoot and undershoot of X claimed in Theorem 3(iv).
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The latter identity and Lemma 1 allow us to conclude that for 0 <u <v <1,
w >0,

) x—X +_ X=X +_ X+ —x
IimP(———— >y, ———>v, ——>w
X—> 00 X X X
) V., v—u O, w+u
= lim P| — > S — >
700 z 1—u z I —u

A=v/d=u) 1

1
- F(l—ot)F(Ol)/O Y (IT+w)/(1 —u)—y)“ 4y
_ 1 RS T S
= F(l—a)F(a)/o S i
1 o0
(1+y) 'y ™“dy.

- T =)l (@) Jw+w)/a-v)

The latter identity and the fact that x — X oz X — YT;_, implies that in the

present case the weak limit of (x — X T;“—) /x equals that of (x — Yr;r_) /x. To see
this, note that forO <u <u +¢ <1,

. X=X +_ x— X +_
lim P<7xe(u,u+e],7x >u+£)
X X

X—>00
) X—Yr+7 x— X +_
= lim IP’( > u, 2 >u—|—8)
X—>00 X X
. X _Yr+— X _Xr+—
— lim IP’<7* >u+e —— >u+s)
X—>00 X X
=0.

This implies that for0 <u <u 4+ ¢ <1,

) X — X +_ X—YT+_
lim P(i*e(u,u+8] 4Xe(u,u+8]> =1.
X X

X—>00

For 0 < ¢ < 1, let n. be the largest integer such that n e < 1. It follows that

x—X + x—X_+
]P’( LE S TX_>8)
X X

ng _ Y
:Z}P’(x LS LS
k=0

X X

x—X

— e(ks,(k+1)e/\1]>

X — thr_
X ]P’<7* € (ke, (k+ 1)e A 1])
X
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e x—X x—X
< Z]P’(if;_ ¢ (ke, (k + e A 1]‘7* € (ke, (k+ De A 1])
k=0 X X

¥ =X
X ]P’<7" € (ke, (k+ e A 1])
X
and that the right-hand side tends to zero as x — oco. [J

PROOF OF (i) IN THEOREM 4. The proof of this result uses similar arguments
to those used in the proof of (iii) in Theorem 3 so we will just provide the main
steps of the proof. First with the help of Lemma 1, we have for0 <u < 1, v > —1,
w >0,

Px — X, +_ >ux,—X_+_>vx, X + —x > wx, < o0)
X X X

X

=P(x(1—u)— Xr+(17 > (v+1—u)x,

Xr+

i —x(1—u) > (w+u)x, r(J{_u)x < 00)

x(1—u

:/ ( )V(dy) V(dl)ﬁ§((w+1+v)x+l—(vx+y)).
0 [(vx+y)V0,00)

Note that assumption (i) and the monotone density theorem for regularly varying

functions imply that [° ﬁ; (z) dz is regularly varying with index —a so that The-

orem 3 in [30] is applicable. The latter theorem together with Lemma 3.5 in [23]

and our hypotheses imply that

(4.12) Ty (x) ~ ML_ /xoo My(x)dz,  x— oo,
and

P(rf < 00)
(4.13) — 2 = V().

X—00 ﬁH(x)

Note that in the above application of Theorem 3 in [30] it is necessary to verity
hypothesis (a-1). This boils down to checking that

=+
lim Lo xWdy

pop— teR.
e fx [My(y)dy

However, this is a straightforward consequence of the fact that [° ﬁ; (z)dz is
regularly varying at infinity.
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We may now proceed to argue that, thanks to the regular variation of 1y and a
dominated convergence argument, for O <u < 1,v >0, w > 0,

P(x —Yt;r_ >ux, =X+ >vx, X+ —x> wx|t < 00)
<7ﬁH(x) )(/X(l_u)v(d ))(I/M‘fxoawtww)ﬁ;(@dZ)
P(ri <o0)/\Jo g ()

~1+w+v)*

as x — oo. In principle, to complete the proof we are obliged to check conver-
gence when —1 < v < 0. However, by noting that the established limiting triple
law above is not a defective distribution, the proof is complete. [J

PROOF OF (ii) IN THEOREM 4.  For the same reasons as in the proof of part (i)
of Theorem 4 we will just make a sketch of proof as follows. Thanks to Lemma 1
and the quintuple law in Theorem 1 it follows that for O <u <1, w > 0, v € R,
such that v + w > 0,

IP’(—YT;_ > —ux, =X +_ > a(x)v,yr;r —x>a(x)w, 1 < o00)
=P(x — Yt;r_ > x(1—u),
x =X+ >a(x) +x,7t;r —x>a(x)w, 7} < 00)

=P(ux — X, >va(x) +xu,

(4.14) X+ —xu>a@w+x(1—u), 7}, < )

— (v V(dDTI 1—
/0 (dy) /[(m(x)+y>vo,oo) (dD)TTE (wax) +x(1 — )
+1+xu—y)
— ("vw VdDTIT
/0 (dy) f[(m(my)vo’oo) DT ((w + valx)
+x+1—(a(x)v+y)).

We recall that by Theorem 3 in [30] the assumption that IT is subexponential im-
plies that [Ty is long tailed

Mp(x+1) _

im — 1 foreacht e R,
X—00 HH()C)

and moreover that (4.12) and (4.13) hold. Arguing as in the proof of (iii) in Theo-
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rem 3, when va(x) + y > 0, we have that

/ VdhTy ((w +v)ax) +x +1— (a(x)v +y))
[(va(x)+y)V0,00)

1 o .
~— diTTE (),  x— .
H— Jx+a(x)(v+w)

In the case where a(x)v + y < 0, Vigon’s identity (3.1) and long-tailed behavior
imply that

/ VdhTy ((w +v)ax) +x +1 — (a(x)v +y))
[(va(x)+y)v0,00)
=Mgy(wax) +x —y)~ My (wa(x) +x)

for each y as x — o0.
Putting the pieces together it follows thatforO <u <1, v,w >0

P(—Yr;r_ > —ux, =X +_ > a(x)v,Yr; —x>a(x)w|t} < o0)

= =+
HH(X) l/lu— fao(ox)(v—i-w)—i-x HX(Z) dz —(v+w)

IP’+7 00) o —+ ~e )
(tx” < 00) 1/pu_ [FTy(2)dz

where the final estimate is obtained by L’Hopital’s rule using the fact that a is
differentiable and a’(x) — 0, as x — 00.

Once again it is not necessary to consider the case that v < 0 as the triple law
established above is not defective. Note in particular that in this setting the weak
limit of Yr;_/x, conditionally on tj <oo,is0asx —o00. O

5. Triple and quadruple laws at first and last passage of positive self-
similar Markov processes. The objective in this section is to bring some of
the results from Sections 2 and 3 into the setting of positive self-similar Markov
processes. Although this will be a relatively straightforward operation, it will allow
us to construct many new explicit examples in the following section.

A positive Markov process Y = (Y;, t > 0) with cadlag paths is a self-similar
process if for every k > 0 and every initial state x > 0 it satisfies the scaling prop-
erty, that is, for some o > 0

the law of (kY;-«;, t > 0) under Py is Py,

where P, denotes the law of the process Y starting from x > 0. Here, we use the
notation Y or (Y, P,) for a positive self-similar Markov process starting from
x > 0. Well-known examples of such class of processes include Bessel processes,
stable subordinators or more generally stable processes conditioned to stay posi-
tive.

Lamperti [25] proved that there is a bijective correspondence between the class
of positive self-similar Markov processes that never hit the state O and the class
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of Lévy processes which do not drift to —oo. More precisely, let ¥ be a self-
similar Markov process started from x > O that fulfills the scaling property for
some o > 0, then

(5.1 Y'Y =xexp{Xpur-w),  0<t<x¥I(X),
where
6; = inf{s > 0: [;(X) > t}, IS(X)=/0Sexp{aXu}du,
1(X) =liigloolz(X),

and X is a Lévy process starting from O which does not drift to —oco and whose
law does not depend on x > 0, here denoted by PP. This is the so-called Lamperti
representation.

Recall that H denotes the ascending ladder height process associated to X and
V its corresponding bivariate renewal function. Similarly, V denotes the bivariate
renewal function associated to the descending ladder processes and [Ty the Lévy
measure of X.

Caballero and Chaumont [5] studied the problem of when an entrance law at 0
for (Y, P,) can be defined. In particular, the authors in [5] gave necessary and suf-
ficient conditions for the weak convergence of ¥ ™) on the Skorokhod’s space, as
x goes to 0, toward a nondegenerate process, that we will denote by ¥ (? on some
occasions and (Y, Pg) on others. The limit process ¥ (?) is a positive self-similar
Markov process which starts from 0 continuously, it fulfills the Feller property on
[0, 0o0) and possesses the same transition functions as Y @) x>0.

According to Caballero and Chaumont [5], necessary and sufficient conditions
for the weak convergence of ¥ on the Skorokhod’s space are: X is not arith-
metic, uy :=E(H;) < oo and

+

T
(5.2) E<10g+ / ‘ exp{aXs}ds> < o0,
0

where 7} is the first passage time above x > 0. Recently, Chaumont et al. [10]
proved that the additional hypothesis (5.2) is always satisfied whenever the Lévy
process X is not arithmetic and p4 < oo.

For b > x > 0, we set

7" =inf{r =0:%," = b} and M’ = sup ¥

0<s<t

The first result of this section consist of computing the law of the triplet

(x) (x) (x)
(MTb(X)f’ YTb(x)f, YTb(x)

that we drop the dependency on x in the aforementioned random variable when
the point of issue is indicated in the measure.

) and may be considered as a corollary to Theorem 1. Recall
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COROLLARY 4. For0O<x <b,wehaveonu €[x,b),0<v<uandw >b

P,(Mr,— edu,Yr,_ €dv, Y7, €dw)
(5.3) ~
=V (log(b/x) + du/u)V (log(u/b) — dv/v)I1x(dw/w — log(v/b)),

where the equality holds up to a multiplicative constant.
Moreover, if X is not arithmetic and (4 < 00, we have on 0 < v <u < b and
w > b,

Po(M7,— <u,Yp,_ <v, Y7, > w)

1 log(u/v) . —
(5.4) = dy V(dD)Ty (log(w/v) +1—y)
n+ Jo [y,00)
1 00 _
+— dyTly (log(w/b) + y).
M+ Jlog(b/v)

PROOF. Suppose that F': Ri — R, is a measurable and bounded function
such that F (-, -, b) = 0. From the Lamperti representation, it is clear that

Ex (F(MT;,—» YT;,—’ YT;,))

= E(F(x exp{Xrggh/x_},xexp{thggb/X_},xexp{X + }))

Tlogb/x

—log(b/x) XT+ —log(b/x) Xz'+

:E(F(beyﬁ-ggb/x* . be osh/x” be logb/x—log(b/x)>>‘

Therefore, the identity (5.3) follows using Theorem 1 and straightforward compu-
tations.

Now, let F': Ri — R4 be a bounded and continuous function such that
F(-,-,b) =0 and suppose that X is not arithmetic and ;4 < oo. From the scaling
property, we have that for every positive real constant c,

Eo(F (Mg, Y7, Y1,)) =Eo(F (¢ "My, ¢~ Y1, . c"'Yr,)).
Let 0 < & < ¢b, hence
Eo(F(c ‘Mz, c7'Yr, . c7lyr,))
(5.5) =Eo(F(c 'M7,—, ¢ 'Yr,—,c7Y7,), T < Tpe)
+Eo(F(c "Mz, ¢ Y, c7'Yr,), Te = Tup).

From the Markov property and the Lamperti representation, the first term of the
right-hand side of (5.5) satisfies that

Eo(F(c™'Mr,—.c "Y1, c7'Yg,). Te < Tpc)

ch
56 = [ PoVr, €dOEF(C My, e Vi, e Vg,))
&
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cb X+  —log(ch/x)
= / PO(YTE S dX)]E(F<be logcb/x ’
&

B!

be logcb/x

X + —log(cb/x) X 4+ —log(cb/x)
be Tlogcb/x7 , b/ ))

On the other hand, since F is bounded by some positive constant, say k > 0, and
the scaling property, we get

0<Eo(F(c™'Mr,—.c Y, c7'V1,). T = Tep) <kPo(Tom1, = Tp).

Hence, the second term of the right-hand side of (5.5) goes to 0, as ¢ tends to oo,
since lim;_, oo Po(7,-1, = T}p) = 0. From identity (5.6), Theorem 3 part (i) and the
dominated convergence theorem, we deduce

lim Eo(F(c'Mrz,—,c Y1, _,c7'Y7,), Te < The)
c—> X0 . .

Yr.;. _ —log(cb/x)
— lim E(F(be Togeb/x :

c—> 00

—log(ch/x) X + —log(cb/x)))

X _+
T - T
be logeb/x be logcb/x

Putting the pieces together, we conclude that

Eo(F(M7,—, Y1,—, Y13,))

) X+ _—logy X4+ _—logy X 4+ —logy
= lim E(F(be logy ,be logy ,be o2y ))
y—>00

The identity (5.4) follows from (3.2) after some straightforward computations. []

Let x > 0 and take b > 0. We set
oY =sup{s >0: Y <b} and I = inf >,
N

The next result deals with the computation of the law of (1/ Jéx), y® Y()(?),
%

(x)_ >
O’b —

J(’fx))), for x > 0.
O

COROLLARY 5. Suppose that the underlying Lévy process X is regular for
both (0, 00) and (—o0,0). For x,b > 0, we have onv>x"1v b~ vl < y<b
and b <u <w < o0

P.(1/Joedv, Yy _cdy, Y, €dw, J5, €du)
(5.7) = V(dv/v)V (log(bv) +dy/y)
x Tx (dw/w —log(y/b))V (log(w/b) — du/u),

where the equality holds up to a multiplicative constant.
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PROOF. We first suppose that 0 < b < x and take F : Ri — R, a measurable
and bounded function such that F (-, -, -, b) = 0. From the Lamperti representation,
it is clear that

E\(F(1/Jo, Yo,—, Yo, Jo, ) 1{Jg<b})

_ -1 _-X Xu - XU Xu
—E(F(X e = xe logh/x ,xe log /x’xe logh/x)l{éoo<10gb/x})

X..
— E(F(x_le_zoo’ xeXocp Ulogb/xféoo_’

xeKooeX logb/x—Xoo | xeXooenglogb/x—goo )1{Xoo<logb/x})a
where X = (XGoott — XGuoy»t = 0), G is the time when the process X reaches
is global minimum and U, denotes the last passage time of X above the level x.
In particular, note that when 0 is regular for (—oo, 0) and for (0, co) the following
identity holds X, = X ..
On the other hand, from Millar’s path decomposition (see Theorem 3.1 in [28])
we deduce that

X -~
E(p(x—le—loo’ xeXop Ulogb/fooo_’

Xg Xs
X Ulogh/x—X X0 o> Vlogh/x—X
xe~oe Tlogb/ri—Xoo  xeSooe™ MloeblxXoo | 1ix  _logp/x}

Cx} -~
= V(dv)ET (F(x_lev,xe_”eXUlogb/Hv—’
logx /b

xe_vexulogb/x+v , xe_ve§ulogb/x+v )) .

Then our assertion follows from Theorem 2 and straightforward computations.

The case when 0 < x < b is much simpler, since we do not need to decom-
pose the process at its global infimum. We may proceed as above, using Lamperti
representation and then Corollary 2 to get (5.7). U

Finally, we are interested in computing the law of (Y;?(),)_, Y:()g), J(i(()g)). The dis-
b b b
@

tribution of Y ((()3) has been recently characterized in [11], as follows: b~ Y((()g) =
% ~ % —

e4Z where $l and Z are independent random variables, 4 is uniformly distributed

over [0, 1] and the law of Z is given by
1 oo
}P’(Z>u):—/ sy (ds), u>0.
M Ju
Before we state the last result of this section, let us recall a path decomposition, in-
troduced in [11], of the positive self-similar Markov process (Y, Pp) time-reversed
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at last passage which is associated to the Lévy process X. Fix a decreasing se-
quence (x,,n > 0) of positive real numbers which tends to 0. From Corollary 1
in [11], we have

(Yf?o) 0<t<o®— (0))=(FneXP{X3n(,/rn)},0§t§Hn), >0,

x
Y *f)* n+1

where the processes X", n > 0 are mutually independent and have the same law as
X = —X. Moreover the sequence (X", n > 0) is independent of YG(O)_ =1 and
X0

S
0" (t) = inf{s :/ exp{X),} du > t},
0
" (log(xp+1/Tw))
H, = Fn/ exp{X}}ds,
0

Pot1 =T exp{ X tog(x,1/ ) n=0,
" (z) =inf{r: X} <z}.

Moreover for each n, Iy, is independent of X" and
(5.8) _IFn = x1I.

PROPOSITION 1. Let b > 0 and assume that X is not arithmetic and |14 < 00.
Then the following identity holds:

]P’O(YU[; <w,Ys >v, J5 > u)

1 log(v/u) R —
— dx/ V(dl)l'[X(log(v/a))+l—x)
IL+ [x,00)

1 00 _
— dxT1g (log(b/w) + x),
K+ Jlog(v/b)

where 0 <w <b<u<v.

PROOF. Take a decreasing sequence (x,, n > 0) of positive real numbers con-
verging to 0 and such that xo > b and x| = b. By the scaling property, it is clear
that for each n > 1,

_1 0 @ —1 0) —1 0 @ —1 0
J (<3> = J ((0), Y ((3) = Y ((3> and

(5.9)
_1Y(0) @ ’IY(O)

(0) - 0)50)
1

Now using the path decomposition of the process Y@ reversed at oxo) described
above, we deduce that the first identity in law in (5.9) can be written as follows:

n—1

X" d) _
an_ e ' Uogln/Tp_1)— ( ) 1.]((0),
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where X f’_l =info<y</ X ﬁ_l. Similarly, we have that

n—1

X d) _ 0 d) _ Y
1
11" _1e =1 (log(xn/Ty_1)) () 1) ((3) and X, lln (_—) xll ((()(2)
Ox|

Recall that x, IY(%) = ¢~42 By the independence of X"~ ! and I',_; and the
identity (5.8), we deduce

_1_](03 () KI,, 1 ogCin/ Ty )~ —log(xn/Tp-1) (d) XA(log(xn/xn -uz)— ~log(xn /xu 1)+).LZ
( )

From the same arguments as above, we have that

n—1
_IY(Og) @ Xr’l*'(log(xn/r,,_l)r log(xn/ Tn—1) (d) XA(log(xn/xn D-uz)——log(xn /x,— 1)+llZ
o =

Then by taking x, = be for n > 2, we deduce from the above equalities that

log(x, Ly ((0)) and log(x, ¢ (%)) have the same limit as the limit undershoot of
ox|

the processes (X;,t > 0) and X, respectively, that is,

1y ©

o0 )

in law as x tends to —oo. Hence, Theorem 3 part (i) gives us the desired result.
O

XA(X) —x — log<x1 1J((O)> and x — Xr(x)_ — log<x1

6. Some explicit examples. We conclude our exposition by offering a num-
ber of explicit examples. A significant number of these examples are the result
of interplaying the role of a stable process until it first exits (0, 0o), and condi-
tioned versions thereof, as both are self-similar Markov process as well as (Doob
h-transforms of) a Lévy process. In this respect, the routine calculations in the
previous section will prove to have been very useful. Note, it is straightforward to
check that all the Lévy processes mentioned below are regular for both (0, o) and
(—00,0).

6.1. Conditioned stable processes and last passage times. Suppose that X is
a stable Lévy process with index « € (0, 2), that is, a Lévy process satisfying the
scaling property with index «. It is known that its Lévy measure is given by

[Mx(dx) = 1{x>0 dx + 1{)c<0} dx»

where ¢ and c_ are two nonnegatlve real numbers (see, e.g., [1]). To avoid trivi-
alities, we assume c4 > 0.

It is known (cf. Bertoin [1]) that the ladder process H of a stable process of
index « is a stable subordinator with index ap, where p = P(X| > 0) (positivity
parameter) and, hence, up to a multiplicative constant « (0, 8) = *° for 8 > 0. In
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a similar way, up to a multiplicative constant ¥’ (0, 8) = ,B"‘(l ~P)_ From (1.1) it can
easily be shown that (up to a multiplicative constant)

xap—l N xa(l—p)—l
- dx and V(dx)= —— dx.
I'(ap) F(a(l —p))

The form of the law of the triple law of undershoots and overshoot for a stable
process can be read from (4.3).

Marginalizing the quintuple law for the stable process conditioned to stay posi-
tive (see Theorem 2), we now obtain the following new identity.

V(dx)

COROLLARY 6. ForO<y<xandO<u<w,
IP’T(l(U)C —xedu,x— Xy —edy, Xy, —x edw)

. sin(wap) Fa+1) (x — y)apfl (w — u)ot(lfp)fl
1 T(ep)T(a(l—p) (w + y)et

dudydw.

Note that the normalizing constant above is chosen to make the density on the
right-hand side a distribution. In particular, stable processes do not creep and hence
from Tanaka’s path construction, we deduce that it is not necessary to take care of
an atom on the event { Xy = x}.

When the stable process conditioned to stay positive starts from z > 0, Corol-
lary 1 give us the following identity.

COROLLARY 7. Forx>0,0<v<zAx,0<y<x—vand0<u<w,
Pg(&wedv,l{ux —xedu,x —Xy,— €dy, Xy, —x edw)

(Z _ v)oe(l—,o)—l(x —v— y)ap—l(w _ u)a(l—p)—l

=Ki(x,2) Z‘X(l_p)(w + y)a—H

dvdudydw.

The normalizing constant K (x, z) (which depends on x and z) makes the right-
hand side of the previous identity a distribution and following a quadruple integral
can be shown to be

sin(map) a(l —p)I'(x+1) (1 B (1 _z /\x)a(l—,o))—l
T I'(ap)I'(a(1 = p)) z :

Ki(x,2)=

6.2. Lamperti-stable processes: 1. A particular family of Lévy processes
which will be of interest to us in this and subsequent examples are Lamperti-stable
process with characteristics (o, B8, y) where o € (0,2) and B8,y < o + 1. Such
Lévy process have no Gaussian component and their Lévy measure is of the type

ePr c_e V¥

C+
6.1) Lix=0) dx + <o) o~y g 9%

(e¥ — 1)1+Q
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where c; and c_ are two nonnegative real numbers. We refer to [6] for a proper
definition and [4, 9] for more details in what follows. We also mention the work of
[24] in which a larger class of Lévy processes (called the f-class) is defined. We
shall predominantly be concerned with the case that ¢y > 0. In the forthcoming
text we shall also make reference to Lamperti-stable subordinators with character-
istics (o, ). In that case we mean a (possibly killed) subordinator which has no
drift term and Lévy measure of the form

err
(6.2) 1{x>0}cm dx
forc>0,y <1+pandp€(0,1).

Lamperti-stable processes occur naturally when considering an «-stable process
conditioned to stay positive. Indeed, the latter processes are self-similar and never
hit the origin and hence respect the Lamperti representation (5.1). More formally
(keeping with the same notation as in the previous subsection) when X is issued
from x > 0 we may write

(6.3) X; =xexp{§g(tx,a)},

where for ¢ > 0,
0(t) :inf{s > 0:/‘ explat! ) du > t}.
0

Moreover, the process et = (S,T, t > 0) is a Lévy process started from 0 whose law
does not depend on x > 0 and in Caballero and Chaumont [4] it was shown that & 1
is a Lamperti-stable process with characteristics givenby o = «, f =a(l —p) + 1
and y = ap, where p is the positivity parameter of the associated stable process.

Our objective in this section is to offer some explicit identities for the
process £7. In that case the first and last passage times, that is, 7+ and U., as
well as the notation for the running maximum and minimum should be understood
accordingly. We recall that the stable process conditioned to stay positive drifts
to 400, from the Lamperti representation (6.3) we deduce that the process &1
also drifts to 4+00. The law of the overall infimum of £ has been computed in
Proposition 2 of [4] (see also Corollary 2 in [9]) which is given by

P(—¢] <9)=(1—e 5" forallz>0,
which implies, by Proposition VI.17 in [1], that the renewal function V can be
represented as follows:
(6.4) V(z) = V(o)1 —e U= forall z> 0.

It is well known that V is unique up to a multiplicative constant which depends on
the normalization of local time of £ at its infimum. Without loss of generality we
may therefore assume in the forthcoming analysis that V (co), which is equal to



EXACT AND ASYMPTOTIC n-TUPLE LAWS AT FIRST AND LAST PASSAGE 553

the reciprocal of killing rate of the descending ladder height process, may be taken
identically equal to 1. In this respect we shall also assume that c; = 1.
With these assumptions in place, we find by (1.1) that
1 Mol — 1+A
#(0,2) = @d=p+ 12 gz o.
Ca(l—p)+1) C(+1)
R Then, according to Corollary 1 in [6], the descending ladder height subordinator
H is a killed Lamperti-stable subordinator with characteristics (x(1 — p), 0), that
is, a subordinator whose Lévy measure is given by

sin(ra(l — p)) dx

g (dx) = T (eX — 1)l+e—p)’

x>0,

and killed at unit rate.
On the other hand from (3.1), we have that the Lévy measure of the upward
ladder height subordinator H satisfies

_ o0
M) =a(l = p) [ dy(1 =)0l
0
oo pla(l=p)+Du
X / ——du, x> 0.
x+y (e — Do+t
Performing the above integral, we get

F(ap)T(a(1—p)+1) 1
C(x+1) (eX — 1)or’

My(x) =

which implies that H is a subordinator whose Lévy measure is given by

C(ap+ D@1 —p)+1) e’

HH(dX)= F(O{+1) (ex_l)l—i-ap

dx,

that is to say a Lamperti-stable subordinator with characteristics («p, 1). Since the
stable process conditioned to stay positive does not creep, we deduce that £t does
not creep either and from Theorem VI.19 in [1] the subordinator H has no drift.
Hence from Corollary 1 in [6], the Laplace exponent of H is as follows:

b4 FNe(l—p)+ 1) IT'(A+ap)

k(0,1) = — ) A >0,
sin(rap) Ma+1) )
which implies, from (1.1) , that
i r 1
©65)  V(dx)=nmep) @+1) (1 — )= gx.

7 Dlepl'ad—-p)+1)

It is important to note that the above discussion provides a new explicit example
of the spatial Wiener—Hopf factorization which we formally state as a proposition.
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PROPOSITION 2. For any Lamperti-stable process €1 with characteristics

(o, (1 — p) + 1, ap), its characteristic exponent, ‘I’gT()») = —logE(e”‘slT), en-
joys the following Wiener—Hopf factorization:
b4 C(—ir+ap)T(a(l —p)+1+i))
\I’gT () == ; ;
sin(map)lN(a + 1) F—iMrar+1)
_ b4 Fa(l—p)+1) T'(—ir+ap)
~ sin(rap) MNa+1) '(—iX)
1 MNoa(1—p)+14+iAr)
X
F(a(l—p)+1) CGr+1)

for A € R where the first equality holds up to a multiplicative constant.

Note that the above factorization also provides an alternative way of comput-
ing the characteristic exponent of such Lamperti-stable processes to the methods
employed, for example, in [6] and [29]. This factorization should also be seen as
a special case of the Wiener—Hopf factorization of the S-class of Lévy processes
appearing in the concurrent work of Kuznetsov [24]. R

Now that we are in possession of the potential measures V and V, we may
marginalize the quintuple law at first passage times (Theorem 1) and obtain a new
identity for the Lamperti process £ which is given below.

COROLLARY 8. Forye[0,x],v>yandu >0,
P!, —xedu,x—&!, edv.x—El, edy)
_ sin(rap) MNa+1)

7 e« —p))
x e VHYplel=p)+Dutv) (utv _ 1y—a-l dydvdu.

(1— e—x—i-y)ap—l(l _ e—v-i-y)ﬂt(l—,o)—l

Similarly, from Corollary 2, we obtain a quadruple law for the last passage time
of 1.

COROLLARY 9. Forv>0,0<y<x+v,w>u>0,
P(—¢! edv,g) —xedux—&) _edy &) —xedw)

_a(l = p)sin(wap) MNa+1)
T F(ap)T(a(1 — p))
« ((1 — V(1 — e—w—‘ru))a(l—p)—]e—v—w+ue(a(1—p)+1)(y+w)

(1 - e—x—v-l—y)otp—l

x (& — 1) " dvdydwdu.

Further, we may compute the triple law at last passage times for the Lamperti-
stable &1 conditioned to stay positive starting from 0 with the help of Theorem 2.
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COROLLARY 10. ForO<y<xandO<u <w
PT(E&C —x€du,x — é‘gx_ edy, ng —x edw)
. sin(rap) Fa+1)

T F(ap)l(a(l — p))
xe Wit e@=p+D+w) (oyt+w _ y=a=l gy gy qu.

(1— e—x-i-y)wp—l(l _ e—w+u)oz(l—p)—1

Moreover, when the Lamperti-stable process conditioned to stay positive starts
from a positive state, Corollary 1 give us the following explicit identity.

COROLLARY 11. Forx>0,0<v<zAXx,0<y<x—vandO<u<w

PI¢! edv,g) —xedux—&] edyt) —xedw

— KZ(X, y)(l _ e—x+v+y)ozp—l((1 _ e—Z-H))(l _ e—w-H/t))a(l_P)_l
xe@U=PFDO+w) —z—wtvtu gty _ y=e=1 gy gy gy dw.
The normalizing constant K, (x, z) (which depends on x and z) makes the right-

hand side of the previous identity a distribution and following a quadruple intergal
can be shown to be

sin(rap) a(l — p)I'(a+1) <1 B <O y 1— e—Z+X>tx(l—p)>—1
T (o) (a(1 = p)) 1—e2 ‘

Ky(x,z)=

Finally, we note that the process £ is not arithmetic and that

7 Tpled-p)+1)

=«'(0,07) =
pr =1 ) sin(rap) Fa+1)

Therefore, from Theorem 3(i), the random variable (x — E;_, X — éj i §:+ —

x) converges weakly toward a nondegenerate random variable which is given in
the next corollary.

COROLLARY 12. ForO<u <wv,w>0.
: _gt gt T
xlgrgOIP’(x Sr;r— >u,x érj— >, frj X > w)

_sin(wap) Ca+1) v—u 0o o
- b4 F(ozp)F(oe(l—p))/(; d)’/y dze (1 —e™%)

o0 e(a(l—p)-i—l)l
X / ﬁ dl

wtzto—y (el =1

sin(rap) [ e"P@ty)
+ (map) / dy.
T v (

1 — e~ (@+y))ap
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6.3. Conditioned stable processes and first passage times. In this example, we
are interested in computing the triple law at first passage times of stable processes
conditioned to stay positive. Note that the results in Section 2 do not cover this
eventuality. However, thanks to the Lamperti transformation, we can recover the
required identities from some of the conclusions in the previous subsection. To
this end we keep with our earlier notation so that X is a stable process of index
a € (0, 2) enjoying positive jumps.

Taking note of the the form of the Lévy measure of &1 and the renewal functions
(6.4) and (6.5), after some algebra, we get from Corollary 4 the following result.

COROLLARY 13. Letb>x>0.Forue[0,b—x],velu,b)andy >0,
Pl(b—X +_€du,b— X +_€dv, X+ —bedy)

_ sin(rap) Fa—+1)

7 Tp)led-p)

L b mx T - (b — ) (y 4 b))
(b —w)*(y +v)*+!

dudvdy.

We obtain similarly from Corollary 4 the following formula for the stable
process conditioned to stay positive starting from 0:

COROLLARY 14. Forue[0,b],ve[0,u],w>b=>0
]P’T(YT;_ <u, th+_ <, th+ > w)

_ sin(rap) MNa+1)
7 T(ep)l(ed-p)

log(u/v) o0
x/ dy/ dl (1 — e Hal=p =1,
0 y

[ele) e—apx
log(w/v)+i—y (1 — e X))o+
4 sin(rap) [ b*P dy
T log(h/v) (€Yw — b)*P’

6.4. Lamperti-stable processes: 11. Next we return to Lamperti-stable process-
es and make use of some of the results in the previous section to push further more
explicit identities. To this end, recall that the law of a stable process conditioned to
stay positive at time ¢ > 0 when issued from x > 0 is defined via the transformation

z\*(1=p)
(6.6) Pi(X,edz)=<—> Py (X, edz, t <15 ), t>0,z>0,
x
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where 7" = inf{r > 0:X; < 0}. It is well known that by the optional sampling

theorem the latter identity extends to finite stopping times and hence

Pl (b —Y,;_ €du,b—X +_edv, X+ —bedy)

b+ y\2U1=p) _
:(Ty) Px(b—Xt;_edu,b—Xr;_Edv,
XT;r—bedy,f,jr<fo_).

Taking account of the identity established in Corollary 13, we deduce the following
new identity which extends the main result of Rogozin [31].

COROLLARY 15. Forue[0,b—x],ve€[u,b)andy >0,
Pe(b =X +_€du,b—X+_ edv. X+ —bedy, v <15)
B sin(rap) Ma+1)
7 T(ep)la( —p))

x¢1=P) (b — x — u)*P~ V(v — w)*I=P=1(p — y)or
(b —u)*(y + v)*+!

(6.7)

dudvdy.

Having established the above corollary, we may now use it to extract even more
identities for Lamperti-stable processes. To begin with, we will follow the same
line of reasoning used in Theorem 2 in [9] in order to get a similar identity for the
Lamperti-stable & 1. To this end, we set for —oco <u <0 < b < 00,

7] =inf(t >0:£" > b} and T =inf{t >0:& <u).

From the Lamperti representation of (X, P1) and identity (6.6), we get for 0 < 6 <
¢ <b—uandn >0,

P(b —S_TTH_ <6,b— STH > ¢,§TT+ —b<n, TbTJr <T')
b T, - T,

= ]P’I(eb — Yﬁ— <eb — eb_e,
b
e
el — X, +_> e’ — P2, X+ — el < et _ ob, < Tu)
Eh Eb €

u

el —eb=? eP—e
:f dx/ dy
0 eb—eb—9

elnth_eb

X / dz(z + eb)“(l_p)}P’] (eb _Yﬁ;— edx, el — XTJIr_ edy,
0 ¢! el

b +o_ -
Xt;) — e’ edz, T < Tou)
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u

el —eb—?f el —e
= dx f d
/(; eb—eb—0 Y

en+b_eb

X '/(; dz(z + eb)a(l_p)]}pl_eu (h _Yr};"— edx,h — Xr,+— edy,
X+ —hedz <)),

where /1 = e” — ¢". From the identity (6.7) and some straightforward computations,
we obtain the following identity for £, which generalizes Theorem 2 in [9].

COROLLARY 16. For6e[0,b],0 <¢p<b—uandn=>0
P(b—ET 14 €dO,b— g;H cdo, s;H —bedy, T) <T))
b b b

_sinap) @D paa-20041) (5 _ guyati=p)
7 Tlap)l(a(l —p))
x e—€—¢e(a(l—p)+l)n(eb—6 . l)a,o—l(e—e _ e—qb)a(l—p)—l

X (€7 — ) (P — ) (e — =) dp dg dn.

According to Caballero and Chaumont [4], stable processes when initiated from
a positive position and killed at 7, are also positive self-similar Markov processes.
Such processes also enjoy a transformation of the kind (5.1), but the underling
Lévy process in the transformation is killed at an independent and exponentially
distributed time. In the case at hand, the underlying Lévy process is a Lamperti-
stable process with characteristics (o, 1, «) and the killing rate is c_a~!. Let us
denote the latter process by £* and set for —oco <u <0 < b < 00,

T, " =inf{t >0:&" > b} and T, =inf{r >0:£" <u}.
Similar arguments to those used above give us the following new identity for £*,
which generalize Theorem 3 in [9].
COROLLARY 17. For6e|0,b],0 <¢p <b—uandn >0,
P — 5_*T;+_ €do,b— 55**— edo, S;b* —bedn, Tb*+ <T/)
. sin(rap) Fa+1)

m  D(ep)l(a(l —p))
x eb(l—ap)(l . eu)a(l—p)e—9—¢+77

% (ebfa _ 1)05,0*1(679 _ e*(ﬁ)c{(]fp)fl

x (P70 — ) (P! — ") (" — ) do dg .
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Finally, we consider the stable process X conditioned to hit O continuously.
This process is defined as a Doob &-transform with respect to the function A(x) =
a(1 — p)x®1=P=1 which is excessive for the killed stable process at 7, . More-
over, the latter process is also a positive self-similar Markov process. According
to Caballero and Chaumont [4] a Lamperti transformation of the kind (5.1) exists
where the underlying Lévy process, denoted by £V, is a Lamperti-stable process
with characteristics (a, (1 — p), ap + 1).

We set for —oco <u <0<b <0

T/ =inf{r > 0:&" > b} and T} =inf{t >0:&" <u}.

The following new identity for £ follows in a similar spirit to the calculations for
& T and generalizes Theorem 4 in [9].

COROLLARY 18. For6e[0,b],0 <¢p <b—uandn >0,
Pb—EV 1o edo.b—¢! . edp& ., —bedn T, <1}
b b b

. sin(rap) Fa+1)
7 T(ep)l(a(l —p))
% ea(1—2p)b(1 _ eu)a(l—p)e—9—¢

X ea(l—p)ﬂ(eb—e _ l)a{p—l(e—0 _ e—d))(x(l—p)—l

x (PP — )P (P70 — &) (e — e )" dO ddn.

6.5. Lamperti-stable subordinators, philanthropy and hypergeometric Lévy
processes. Here we will use the, previously unexploited, theory of philanthropy
due to Vigon [33] in order to construct a new family of Lévy processes, which
we shall denote hypergeometric Lévy processes, for which we may compute triple
laws at first and last passage times.

According to Vigon’s theory of philanthropy, a subordinator is called philan-
thropist if its Lévy measure has a decreasing density on R.. Moreover, given any
two subordinators H and H which are philanthropists there exist a Lévy process
X such that H and H have the same law as the ascending and descending ladder
height processes of X, respectively. Moreover, the Lévy measure of X satisfies the
following identity:

(6.8) ﬁ;(x) = /Ooo My(x + du)ﬁﬁ(u) +§nH(x) —I—ZﬁH(x), x>0,

where (75, 5, IT15) are the characteristics of H , [1y denotes the Lévy measure of H
and g its corresponding density. By symmetry, an obvious analog of (6.8) holds
for the negative tail T (x) := IMx(—00, x), x <O0.

Recall that a Lamperti-stable subordinator with characteristics (g, y) is a (pos-
sibly killed) subordinator with no drift component and Lévy measure given by
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(6.2). From the form of the latter it is clear that Lamperti-stable subordinators are
philanthropists. For simplicity, in what follows we will assume that the constant
c=1.

Let H be a Lamperti-stable subordinator with characteristics (g, 8) which is
killed at rate

rd-ol'd-pg+0)

0 ra—g)
and H a Lamperti subordinator with characteristics (y, 1) with no killing, where
0,y €(0,1) and B < 1. Let us denote by X the Lévy process whose ascending and

descending ladder height processes have the same law as H and H, respectively.
From (6.8), the Lévy measure of X is such that

. 00 el o0 eP?
M= [ o | o pyen 42
4 'l-oI'd-p+0)
ve ra—g)
Applying the binomial expansion twice, we obtain that

00 P 00 Pz
_ ————dzd
/); (et — 1)y+1 /1;—x (e% — 1)Q+1 zau

1 ad e+ Dule+1—=PB)
@+1-P) 2=, ne+2-Pn

(7 + Dy + 1+ 0+n— e 0+
(y+1+o0+n—PBklly +2+0+n—pBi’

where (2), =T'(z +n)/T'(z), z € C. Putting the pieces together, we may write the
Lévy measure of X as follows:

1
(e+1-8)

— (0+ Dnlo+1—PB)n
* L ot py

’

(e =177,

Ty (x) =

n

(y + Dy + 1+ o +n— e 0
(y+1l4+o0+n—Bkl(y+2+o0+n— B
n 'l-o)I'd-B+0)
Yo ra-p
For simplicity, we denote by f for the density of Lévy measure I[1x on R
which can be obtained by differentiating the above expression.

(e =177,
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It is important to note that the process X has no Gaussian component and that
ITy also satisfies

ﬁ_(x) _ i Yn e+ Dy +o+1—=B+n) o~ 0F1+k—p)
X Ayl Ky +2+0—B4+mily +o+1—B+n)

for x < 0. Moreover the process X drift to oo, when B < 1, and oscillates, when
B = 1. In the latter case, the form of the Lévy measure of X is much simpler and
is given by
'y +ol'd —o) 1
oT(y+1)  (ef =171 —e )2’
We call the process X a hypergeometric Lévy process with characteristics
(0, v, B). When the characteristics of the hypergeometric process are such that
o=oa(l —p),y =ap and B =0, the process X is the Lamperti-stable process

with characteristics («, (1 — p) + 1, @p) studied in Section 6.2. _
From Corollary 1 in [6], we know that the Laplace exponent of H satisfies

F'd—oI'l+1—-B+0)

ﬁ;(x) = x> 0.

k(0,21) = , A >0,
raca+1-p)

and from (1.1), we deduce that

P (dx) = LT p-nyx(y _ gryo-1 gy

T
Similarly for the subordinator H, we have
ra—-y)r
(0. 3) = (I—=y)I'( +J/)’ >0
Y I'(3)
and
Vide) = L300 eyt gy
b4

Hence we identify the following Wiener—Hopf factorization which generalizes
Proposition 2.

PROPOSITION 3. For any hypergeometric Lévy process X with characteristics
(0, v, B), its characteristic exponent, Wx (L) = — log E(e*X1), enjoys the follow-
ing Wiener—Hopf factorization:

'l—y)rd—o) '(=ir+py)rir+1—-+0)

x) = oy T(—iMTGA+1—B)
_PA-yirty) TA-oTGr+1-p+0)
Ty '(—i)) 0 Cir+1-—p8)

where the first equality hold up to a multiplicative constant.
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Marginalizing the quintuple law at first passage times (Theorem 1), we obtain
one of but many identities for the hypergeometric Lévy process X.

COROLLARY 19. Forye[0,x],v>yandu >0,

IP’(XT; —xedu,x —XT;_ edv, x —YT;_ edy)

— oy sin(;r o) sin(;ry) (1— e_x+y)7’_1(1 B e‘“”)”‘l

2

x eB=DC=Y) £y 4 vydydvdu.

We leave the reader to amuse him/herself with some of the other related exam-
ples which can be obtained from earlier results in this paper.
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