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9 Continuous-State Branching Processes

Originating in part from the concerns of the Victorian British upper classes that
aristocratic surnames were becoming extinct, the theory of branching processes
now forms a cornerstone of classical applied probability. Some of the earliest
work on branching processes dates back to Galton and Watson in 1874, [25].
However, approximately 100 years later, it was discovered in [13] that the less
well-exposed work of I.J. Bienaymé, dated around 1845, contained many aspects
of the later work of Galton and Watson. The Bienaymé—Galton—Watson process,
as it is now known, is a discrete time Markov chain with state space {0, 1,2, ...}
described by the sequence {Z, : n = 0,1,2,...} satisfying the recursion Zy > 0
and Zn1

Zo= > & (9.1)
i=1

for n = 1,2, ... where {ffn) :i=1,2,...} are independent and identically dis-
tributed on {0, 1,2, ...}. We use the usual notation 2?21 to represent the empty
sum. The basic idea behind this model is that Z,, is the population count in
the nth generation and from an initial population Zy (which may be randomly
distributed) individuals reproduce asexually and independently with the same
distribution of numbers of offspring. The latter reproductive properties are re-
ferred to as the branching property. Note that as soon as Z, = 0 it follows
from the given construction that Z,, =0 for all £ = 1,2,... A particular con-
sequence of the branching property is that if Zg = a + b then Z,, is equal in
distribution to Zr(Ll) + Zr(f) where Z,(ll) and Zr(f) are independent with the same
distribution as an nth generation Bienaymé—Galton—Watson process initiated
from population sizes a and b, respectively.

A mild modification of the Bienaymé-Galton—Watson process is to set it
into continuous time by assigning life lengths to each individual which are in-
dependent and exponentially distributed with parameter A > 0. Individuals
reproduce at their moment of death in the same way as described previously for
the Bienaymé-Galton-Watson process. If Y = {Y; : ¢ > 0} is the {0,1,2,....}-
valued process describing the population size then it is straightforward to see
that the lack of memory property of the exponential distribution implies that



forall 0 < s <'t, v
V=Y vl
i=1

where given {Y,, : u < s} the variables {Y;(i)g 21 =1,...,Y;} are independent with
the same distribution as Y;_s conditional on Yy = 1. In that case, we may talk
of Y as a continuous-time Markov chain on {0,1,2, ...}, with probabilities, say,
{P,:y=0,1,2,...} where P, is the law of ¥ under the assumption that Y = y.
As before, the state 0 is absorbing in the sense that if ¥; = 0 then Y4, = 0
for all w > 0. The process Y is called the continuous time Markov branching
process. The branching property for Y may now be formulated as follows.

Definition 9.1 (Branching property) For any t > 0 and y1,y2 in the state
space of Y, Y, under Py, 1y, is equal in law to the independent sum Y;(l) + Y;(Q)
where the distribution of Yt(l) is equal to that of Yy under Py, fori=1,2.

So far there appears to be little connection with Lévy processes. However a
remarkable time transformation shows that the path of Y is intimately linked
to the path of a compound Poisson process with jumps whose distribution is
supported in {—1,0,1,2, ...}, stopped at the first instant that it hits zero. To ex-
plain this in more detail let us introduce the probabilities {m; : : = —1,0,1,2, ...},
where m; = P(§ =i+ 1) and £ has the same distribution as the typical family
size in the Bienaymé-Galton—Watson process. To avoid complications let us
assume that mp = 0 so that a transition in the state of Y always occurs when
an individual dies. When jumps of Y occur, they are independent and always
distributed according to {m; : i = —1,0,1,...}. The idea now is to adjust time
accordingly with the evolution of Y in such a way that these jumps are spaced
out with inter-arrival times that are independent and exponentially distributed.
Crucial to the following exposition is the simple and well-known fact that the
minimum of n € {1,2,...} independent and exponentially distributed random
variables, each with parameter )\, is exponentially distributed with parameter
An. Further, that if e, is exponentially distributed with parameter o > 0 then
for 8 >0, e, is equal in distribution to e, /3.

Write for ¢t > 0, .
Jt :/ KLdu
0

o =1nf{s >0:Js >t}

set

with the usual convention that inf ) = oo and define
Xe=Y,, (9.2)

with the understanding that when ¢, = co we set X; = 0. Now observe that
when Yy = y € {1,2,...} the first jump of Y occurs at a time, say T; (the
minimum of y independent exponential random variables, each with parameter
A > 0) which is exponentially distributed with parameter Ay and the size of
the jump is distributed according to {m; : i = —1,0,1,2,...}. However note
that, on account of the fact that ¢, = Ti, the quantity Jr, = fOT1 ydu =
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yT is the first time that the process X = {X; : t > 0} jumps. The latter
time is exponentially distributed with parameter X\. The jump at this time is
independent and distributed according to {m; : i = —1,0,1,2,...}.

Given the information G; = o(Y; : ¢t < Ty), the lack of memory property
implies that the continuation {Y7, ; : ¢ > 0} has the same law as Y under P,
with y = Y7, . Hence if Tb is the time of the second jump of Y then conditional
on G; we have that To — 77 is exponentially distributed with parameter AYr,
and Jp, — Jp, = Yp, (T» — T1) which is again exponentially distributed with
parameter A and further, is independent of G;. Note that Jrp, is the time of the
second jump of X and the size of the second jump is again independent and
distributed according to {m; : i = —1,0, 1, ...}. Iterating in this way it becomes
clear that X is nothing more than a compound Poisson process with arrival rate
A and jump distribution

oo

F(dz) = Z m;0;(dx) (9.3)

i=—1

stopped on first hitting the origin.

A converse to this construction is also possible. Suppose now that X =
{X¢:t >0} is a compound Poisson process with arrival rate A > 0 and jump
distribution F(dz) = >";° | m;0;(dz). Write

t
It:/ X tdu
0

Oy =inf{s > 0: I, > t}. (9.4)

and set

again with the understanding that inf ) = co. Define

Y;f = XOt/\TO_

where 75 = inf{t > 0: X; < 0}. By analysing the behaviour of Y = {Y¥; : ¢t > 0}
at the jump times of X in a similar way to above one readily shows that the
process Y is a continuous time Markov branching process. The details are left
as an exercise to the reader.

The relationship between compound Poisson processes and continuous time
Markov branching processes described above turns out to have a much more gen-
eral setting. In the foundational work of Lamperti [20, 21] it is shown that there
exists a correspondence between a class of branching processes called continuous-
state branching processes and Lévy processes with no negative jumps (that is
to say spectrally negative Lévy processes or processes which are the negative of
a subordinator). We investigate this relation in more detail in the remainder of
this text.



10 The Lamperti Transform

A [0, 00)-valued strong Markov process Y = {Y; : t > 0} with probabilities
{P, : © > 0} is called a continuous-state branching process if it has paths that
are right continuous with left limits and its law observes the branching property
given in Definition 9.1. Another way of phrasing the branching property is that
forall 8 > 0 and =,y > 0,

oty (™) = B (™) B, (=), (10.1)

Note from the above equality that after an iteration we may always write for
each = > 0,
E (™) = B,/ (e” V)" (10.2)

showing that Y; is infinitely divisible for each ¢t > 0. If we define for 6,¢ > 0,
g(t,0,2) = —log E, ("),

then (10.2) implies that for any positive integer m,

g(t,0,m) =ng(t,0,m/n) and g(t,0,m) = mg(t,0,1)
showing that for x € QN [0, c0),
where u:(0) = g(t,0,1) > 0. From (10.1) we also see that for 0 < z < vy,
g(t,0,z) < g(t,0,y) which implies that g(¢,6,x—) exists as a left limit and is
less than or equal to g(t, 8, x+) which exists as a right limit. Thanks to (10.3),
both left and right limits are the same so that for all z > 0

E,(e7t) = g72ue(0), (10.4)

The Markov property in conjunction with (10.4) implies that for all z > 0
and t,s,0 > 0,

e~ Turts(0) — E, (E(e*OY‘“

) = E, (efYtus(e)) _ o rue(ua(9))
In other words the Laplace exponent of Y obeys the semi-group property

Urs(0) = ui(us(9))-

The first significant glimpse one gets of Lévy processes in relation to the
above definition of a continuous-state branching process comes with the follow-
ing result for which we offer no proof on account of technicalities (see however
Exercise 19 for intuitive motivation and Chap. IT of Le Gall (1999) or Silverstein
[24] for a proof).



Theorem 10.1 For t,0 > 0, suppose that u(0) is the Laplace functional given
by (10.4) of some continuous-state branching process. Then it is necessarily
differentiable in t and satisfies

8Ut
5 (0) +d(u(6)) =0 (10.5)

with initial condition uy(0) = 0 where for X > 0,

1
Y(A) = —qg—ar+ 502)\2 + ‘/(O )(eiAw -1+ )\xl(T<1))H(dx) (10.6)

and in the above expression, ¢ > 0, a € R, 0 > 0 and Il is a measure supported
in (0,00) satisfying f(o ooy (LA 2?)(dz) < .

Note that for A > 0, ¥(\) = logE(e=**1) where X is either a spectrally
positive Lévy process!' or a subordinator, killed independently at rate ¢ > 0.2
Otherwise said, 1 is the Laplace exponent of a killed spectrally negative Lévy
process or the negative of the Laplace exponent of a killed subordinator. From
Section 7.2, we know for example that ¢ is convex, infinitely differentiable on
(0,00), ¥(0) = ¢ and ¥’ (0+) € [—00, 00). Further, if X is a (killed) subordina-
tor, then ¢ (00) —1(0) < 0 and otherwise we have that 1(c0) = .

For each # > 0 the solution to (10.5) can be uniquely identified by the

relation
R S (10.7)
L =t |

(This is easily confirmed by elementary differentiation, note also that the lower
delimiter implies that ug(0) = 6 by letting ¢t | 0.)

From the discussion earlier we may deduce that if a continuous-state branch-
ing process exists, then it is associated with a particular function 1 : [0, 00) — R
given by (10.6). Formally speaking, we shall refer to all such ¢ as branching
mechanisms. We will now state without proof the Lamperti transform which,
amongst other things, shows that for every branching mechanism v there exists
an associated continuous-state branching process.

Theorem 10.2 Let i) be any given branching mechanism.

(1) Suppose that X = {X; : t > 0} is a Lévy process with no negative jumps,
initial position Xo = x, killed at an independent exponentially distributed
time with parameter ¢ > 0. Further, () = logE, (e **1=%)). Define
fort >0,

Y, =X

OtnTy 0

LObviously a spectrally positive processes is, by definition, the negative of a spectrally
negative Lévy process and thus excludes subordinators.

2As usual, we understand the process X killed at rate ¢ to mean that it is killed after an
independent and exponentially distributed time with parameter gq. Further ¢ = 0 means there
is no killing.



where 7, = inf{t > 0: X; < 0} and

. * du
Gtzlnf{s>0:/0 X_u>t}

then Y = {Y; : t > 0} is a continuous-state branching process with branch-
ing mechanism ¥ and initial value Yo = x.

(ii) Conversely suppose that Y = {Y; : t > 0} is a continuous-state branching
process with branching mechanism 1, such that Yo = x > 0. Define for
t>0,

Xt = Y‘PH

where .
oy =1inf{s > 0: / Y, du > t}.
0

Then X = {X; :t > 0} is a Lévy process with no negative jumps, killed at
the minimum of the time of the first entry into (—o0,0) and an indepen-
dent and exponentially distributed time with parameter ¢ > 0, with initial
position Xo = = and satisfying 1(\) = logE(e™*%1).

It can be shown that a general continuous-state branching process appears
as the result of an asymptotic re-scaling (in time and space) of the continuous
time Bienaymé-Galton—Watson process discussed in Sect. 9; see [14]. Roughly
speaking the Lamperti transform for continuous-state branching processes then
follows as a consequence of the analogous construction being valid for the con-
tinuous time Bienaymé-Galton—Watson process; recall the discussion in Sect. 9.

11 Long-term Behaviour

Recalling the definition of Z = {Z,, : n = 0,1,2,...}, the Bienaymé-Galton—
Watson process, without specifying anything further about the common distri-
bution of the offspring there are two events which are of immediate concern for
the Markov chain Z; explosion and absorption. In the first case it is not clear
whether or not the event {Z,, = oo} has positive probability for some n > 1 (the
latter could happen if, for example, the offspring distribution has no moments).
When P, (Z,, < oc) =1 for all n > 1 we say the process is conservative (in other
words there is no explosion). In the second case, we note from the definition of
Z that if Z,, = 0 for some n > 1 then Z,,,, = 0 for all m > 0 which makes 0
an absorbing state. As Z, is to be thought of as the size of the nth generation
of some asexually reproducing population, the event {Z,, = 0 for some n > 0}
is referred to as extinction.

In this section we consider the analogues of conservative behaviour and ex-
tinction within the setting of continuous-state branching processes. In addi-
tion we shall examine the laws of the supremum and total progeny process of



continuous-state branching processes. These are the analogues of

sup Z,, and { Z Zy :n >0}
nz0 0<k<n

for the Bienaymé—Galton—Watson process. Note in the latter case, total progeny
is interpreted as the total number of offspring to date.

11.1 Conservative Processes

A continuous-state branching process Y = {Y; : t > 0} is said to be conservative
if for all t > 0, P(Y; < c0) = 1. The following result is taken from Grey [12].

Theorem 11.1 A continuous-state branching process with branching mecha-
nism ¥ is conservative if and only if

1
/o+ e =

A necessary condition is, therefore, 1(0) = 0 and a sufficient condition is ¢¥(0) =
0 and [¢'(04)] < oo (equivalently ¢ = 0 and E|X;| < c0).

Proof. From the definition of u:(#), a continuous-state branching process
is conservative if and only if limg|o u.(6) = 0 since, for each x > 0,

1 _9Yt _ o .
P,(Y; < x0) = %?&Ex(e ) = exp{ x%g}lut(ﬁ)},

where the limits are justified by monotonicity. However, note from (10.7) that

as 0] 0, 5 s
1 1
= -— —d —d P
! /0 A /m@ e

where § > 0 is sufficiently small. However, as the left-hand side is independent
of 6 we are forced to conclude that limg o u.(6) = 0 if and only if

1
/o+ e =

Note that 1(0) may be negative in the neighbourhood of the origin and hence
the absolute value is taken in the integral.

From this condition and the fact that 1 is a smooth function, one sees
immediately that a necessary condition for a continuous-state branching process
to be conservative is that 1(0) = 0; in other words the “killing rate” ¢ = 0. It
is also apparent that a sufficient condition is that ¢ = 0 and that |’ (04)] < oo
(so that 1 is locally linear passing through the origin). Due to the fact that
P(\) = logE(e 1) where X is a Lévy process with no negative jumps, it
follows that the latter condition is equivalent to E|X;| < oo where X is the
Lévy processes with no negative jumps associated with . [

Henceforth we shall assume that there always conservativeness.



11.2 Extinction Probabilities

Thanks to the representation of continuous-state branching processes given in
Theorem 10.2 (i), it is clear that the latter processes observe the fundamental
property that if Y; = 0 for some ¢ > 0, then Y; s =0 for s > 0. Let { = inf{t >
0:Y; = 0}. The event {¢ < oo} = {Y; = 0 for some ¢ > 0} is thus referred to
as extinction in line with terminology used for the Bienaymé-Galton—Watson
process.

This can also be seen from the branching property (10.1). By taking y =0
there we see that Py must be the measure that assigns probability one to the
processes which is identically zero. Hence by the Markov property, once in state
zero, the process remains in state zero.

Note from (10.4) that u:(#) is continuously differentiable in # > 0 (since by
dominated convergence, the same is true of the left-hand side of the aforemen-
tioned equality). Differentiating (10.4) in # > 0 we find that for each z,t > 0,

By (Yie) = 2 2% (g)e=vue(®) (11.1)
00
and hence taking limits as 6 | 0 we obtain
E.(Y}) =2—(0+) (11.2)

so that both sides of the equality are infinite at the same time. Differentiating
(10.5) in € > 0 we also find that

8 8ut

o _( 8Ut
ot 90

0 "(ut(0))—==(0) = 0.
)+ (ua(0)) S (6)
Standard techniques for first-order differential equations then imply that

0 b
55 (6) = ce™ fo /(o (11.3)
where ¢ > 0 is a constant. Inspecting (11.1) as ¢ | 0 we see that ¢ = 1. Now
taking limits as 6 | 0 and recalling that for each fixed s > 0, us(#) | 0 (thanks to
the assumption of conservativeness) it is straightforward to deduce from (11.2)



and (11.3) that
B, (Y;) = a0, (11.4)

where we understand the left-hand side to be infinite whenever ¢'(04) = —ooc.
Note that from the definition ¥(0) = logE(e™%*1) where X is a Lévy process
with no negative jumps, we know that ¢ is convex and ¥ (0+) € [—o00, ) (cf.
Section 7.2). Hence in particular to obtain (11.4), we have used dominated con-
vergence in the integral in (11.3) when [¢’(04)| < co and monotone convergence
when ¢/ (0+) = —o0.

This leads to the following classification of continuous-state branching pro-
cesses.

Definition 11.1 A continuous-state branching process with branching mecha-
nism ¥ is called

(1) subcritical, if ¢'(0+) > 0,
(1) critical, if ¥'(0+) = 0 and
(141) supercritical, if ¥’ (04) < 0.

The use of the terminology “criticality” refers then to whether the process will,
on average, decrease, remain constant or increase. The same terminology is
employed for Bienaymé—Galton—Watson processes where now the three cases
in Definition 11.1 correspond to the mean of the offspring distribution being
strictly less than, equal to and strictly greater than unity, respectively. The
classic result due to the scientists after which the latter process is named states
that there is extinction with probability 1 if and only if the mean offspring size is
less than or equal to unity (see Chap. I of Athreya and Ney (1972) for example).
The analogous result for continuous-state branching processes might therefore
read that there is extinction with probability one if and only if ¢/(0+) > 0.
However, here we encounter a subtle difference for continuous-state branching
processes as the following simple example shows: In the representation given by
Theorem 10.2, take X; = 1 — t corresponding to Y; = e~t. Clearly 1(\) = )\ so
that ¢/(04+) =1 > 0 and yet ¥; > 0 for all ¢ > 0.

Extinction is characterised by the following result due to Grey [12]; see also
Bingham [4].

Theorem 11.2 Suppose that Y is a continuous-state branching process with
branching mechanism . Let p(z) = P.({ < 00).

(1) If ¢Y(o0) < 0, then for all z > 0, p(x) =0

(ii) Otherwise, when 1(00) = 0o, p(x) > 0 for some (and then for all) x > 0 if

and only if
1

in which case p(x) = e~ 2O where ®(0) = sup{A > 0:9(\) = 0}.



Proof. (i) If ¥(\) = logE(e=**1) where X is a subordinator, then clearly
from the path representation given in Theorem 10.2 (i), extinction occurs with
probability zero. From the discussion following Theorem 10.1, the case that X
is a subordinator is equivalent to ¥(\) < 0 for all A > 0.
(ii) Since for s,t > 0, {Y; = 0} C {Y;4+s = 0} we have by monotonicity that
for each = > 0,
Po(Y, = 0) 1 p(a) (11.5)

as t 1 oo. Hence p(z) > 0 if and only if P;(Y; = 0) > 0 for some ¢ > 0. Since
P.(Y; = 0) = e~ () e see that p(z) > 0 for some (and then all) 2 > 0 if
and only if us(00) < oo for some ¢ > 0.

Fix t > 0. Taking limits in (10.7) as 6 T co we see that if us(c0) < 0o, then

it follows that o

Conversely, if the above integral holds, then again taking limits in (10.7) as
0 1 oo it must necessarily hold that u;(co0) < oo.
Finally, assuming (11.6), we have learnt that

© 1
/Ut(oo) @df =t (11.7)

From (11.5) and the fact that us(c0) = —z~1log P, (Y; = 0) we see that u(c0)
decreases as t T oo to the largest constant ¢ > 0 such that fcoo 1/4(&)d€ becomes
infinite. Appealing to the convexity and smoothness of 1, the constant ¢ must
necessarily correspond to a root of ¢ in [0,00), at which point it ) behave
linearly and thus cause fcoo 1/¢(£)d€ to blow up. There are at most two such
points, and the largest of these is described precisely by ¢ = ®(0) € [0, 00) (see
Section 7.2). In conclusion,
p(x) = lim e wut(0) = o= 2(0)z
tToo

as required. [

On account of the convexity of 1 we also recover the following corollary to
part (ii) of the above theorem.

Corollary 11.1 For a continuous-state branching process with branching mech-
anism v satisfying ¥ (oc0) = oo and

> 1
——d¢ < o0,
| e
we have p(x) < 1 for some (and then for all) x > 0 if and only if ¥’ (0+) < 0.

To summarise the conclusions of Theorem 11.2 and Corollary 11.1, we have
the following cases for the extinction probability p(x):

10



Condition p(x)

(00) <0 0
(00) =00, [F(¢)'dE =0 0

h(00) = o0, P (0+) < 0 [ (6)71dE < o0 e~ ®0z ¢ (0,1)
(00) = 00, ¥'(0+) >0, [~ (g) 14¢ < oo 1

Note that rather interestingly, assuming further that ¢ (0+) < 0 in the sec-
ond case above, we have an instance where the path of the underlying Lévy
process can be made to have a very strong tendency to move towards —oo and
vet, despite this, after the Lamperti transformation has been applied, the cor-
responding continuous state branching process never becomes extinct. What is
happening in such cases is that even though ¢ = oo almost surely, it is also the
case that Y; — 0 almost surely as t T oco.

11.3 Total Progeny and the Supremum

Thinking of a continuous-state branching process, {Y; : t > 0} as the continuous
time, continuous-state analogue of the Bienaymé—Galton—Watson process, it is

reasonable to refer to .
Jt 2:/ Yudu
0

as the total progeny until time ¢ > 0. In this section our main goal, given in the
theorem below, is to provide distributional identities for

¢
Je = Y,du and supYs.
0 s<¢

Let us first recall the following notation. As noted above, for any branching
mechanism 1, when 1(c0) = co (in other words when the Lévy process associ-
ated with 1) is not a subordinator) we have that ¢ is the Laplace exponent of a
spectrally negative Lévy process. Let ®(q) = sup{6 > 0: ¢(0) = q} (cf. Section
7.2). The following Lemma is due to Bingham [4].

Lemma 11.1 Suppose thatY is a continuous-state branching process with branch-
ing mechanism ¥ which satisfies 1(00) = co. Then

Ey(e™1 IS stS) — o %)z

and in particular for x >0,

P.(sup Y, < 00) = e ®O),

s<oo

The right-hand side is equal to unity if and only if Y is not supercritical.

11



Proof. Suppose now that X is the Lévy process mentioned in Theorem 10.2
(ii). Write in the usual way 7, = inf{t > 0 : X; < 0}. Then a little thought

shows that c
To = / Y.ds.
0

The proof of the first part is now completed by invoking Theorem 8.1. Note that
X is a spectrally positive Lévy process and hence to implement the aforemen-
tioned result, which applies to spectrally negative processes, one must consider
the problem of first passage to level x of —X when Xy = 0.

For the proof of the second part, note that sup,.. Ys < oo if and only if

foc Ysds < co. The result follows by taking limits as ¢ | 0 in the first part noting
that this gives the probability of the latter event. [

12 Conditioned Processes and Immigration

In the classical theory of Bienaymé-Galton—Watson processes where the off-
spring distribution is assumed to have finite mean, it is well understood that by
taking a critical or subcritical process (for which extinction occurs with prob-
ability one) and conditioning it in the long term to remain positive uncovers
a beautiful relationship between a martingale change of measure and processes
with immigration; cf. Athreya and Ney [1] and Lyons et al. [23]. Let us be a
little more specific.

A Bienaymé—Galton—Watson process with immigration is defined as the
Markov chain Z* = {Z} : n = 0,1,...} where Z} = z € {0,1,2,...} and for
n=12,..,

Zy =7, +Y 2V, (12.1)
k=1

where now Z = {Z,, : n > 0} has law P, and for each k = 1,2,...,n, Zflk_)k is
independent and equal in distribution to numbers in the (n — k)th generation of
(Z, P,,) where it is assumed that the initial numbers, 7, are, independently of
everything else, randomly distributed according to the probabilities {p} : k =
0,1,2,...}. Intuitively speaking one may see the process Z* as a variant of the
Bienaymé—Galton—Watson process, Z, in which, from the first and subsequent
generations, there is a generational stream of immigrants {7, 72, ...} each of
whom initiates an independent copy of (Z, Py).

Suppose now that Z is a Bienaymé—Galton—Watson process with probabil-
ities {P, : = 1,2,...} as described above. For any event A which belongs to
the sigma algebra generated by the first n generations, it turns out that for each
x=0,1,2,..

Py (A) = liTm P,(A|Z, >0 for k=0,1,...,n+m)
is well defined and further,

Pr(A) = E.(1aM,),

x

12



where M,, = m™"Z, /Zy and m = E;(Z;) which is assumed to be finite. It is
not difficult to show that F,(Z,) = xm™ and that {M,, : n > 0} is a martingale
using the iteration (9.1). What is perhaps more intriguing is that the new
process (Z, P}) can be identified in two different ways:

1. The process {Z, — 1 : n > 0} under P; can be shown to have the same
law as a Bienaymé-Galton—Watson process with immigration having z — 1
initial ancestors. The immigration probabilities satisfy py = (k+1)pg+1/m
for k = 0,1,2,... where {p; : £ = 0,1,2,...} is the offspring distribution
of the original Bienaymé—Galton—Watson process and immigrants initiate
independent copies of Z.

2. The process Z under P; has the same law as z — 1 initial individuals
each initiating independently a Bienaymé—Galton—Watson process under
P, together with one individual initiating an independent immortal ge-
nealogical line of descent, the spine, along which individuals reproduce
with the tilted distribution {kpy/m : k = 1,2,...}. The offspring of in-
dividuals on the spine who are not themselves part of the spine initiate
copies of a Bienaymé—Galton—Watson process under P;. By subtracting
off individuals on the spine from the aggregate population, one observes
a Bienaymé-Galton—Watson process with immigration described in (1).

Effectively, taking the second interpretation above to hand, the change of mea-
sure has adjusted the statistics on just one genealogical line of descent to ensure
that it, and hence the whole process itself, is immortal. See Fig. 10.

Our aim in this section is to establish the analogue of these ideas for critical
or subcritical continuous-state branching processes. This is done in Sect. 12.2.
However, we first address the issue of how to condition a spectrally positive Lévy
process to stay positive. Apart from as being a useful comparison for the case of
conditioning a continuous-state branching process, there are reasons to believe
that the two classes of conditioned processes might be connected through a
Lamperti-type transform on account of the relationship given in Theorem 10.2.
This is the very last point we address in Sect 12.2.

12.1 Conditioning a Spectrally Positive Lévy Process to
Stay Positive

It is possible to talk of conditioning any Lévy process to stay positive and this
is now a well understood and well documented phenomenon; also for the case
of random walks. See [2, 3, 5, 6, 7] to name but some of the most recent
additions to the literature; see also [17] who considers conditioning a spectrally
negative Lévy process to stay in a strip. We restrict our attention to the case of
spectrally positive Lévy processes; in part because this is what is required for
the forthcoming discussion and in part because this facilitates the mathematics.

Suppose that X = {X; : ¢ > 0} is a spectrally positive Lévy process with
Y(A) = logE(e™%1) for all A > 0. (So as before, ¢ is the Laplace exponent of

13
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Figure 10: Nodes shaded in black initiate Bienaymé—Galton—Watson processes
under P;. Nodes in white are individuals belonging to the immortal genealogical
line of descent known as the spine. Nodes shaded in grey represent the offspring
of individuals on the spine who are not themselves members of the spine. These
individuals may also be considered as “immigrants”.

the spectrally negative process —X). First recall from Theorem 8.1 that for all
x>0,
= e Pz (12.2)

Ep(e ™™ 1)

where, as usual, 7,7 = inf{¢t > 0 : X; < 0} and ® is the right inverse of ¢. In
particular when ¢/(04) < 0, so that lim;;o, X; = 0o, we have that ®(0) > 0
and P(1; = o0) = 1 — e~ 22 In that case, for any A € F;, we may simply
apply Bayes’ formula and the Markov property, respectively, to deduce that for
all z > 0,

]P’l(A) = Py(Alry =o0)

Ex (1(acr P75 = o0l F0))

P, (1y = o0)
_ o~ 2(0)X;
_ g (1, LoertOx
(At<7g) 1 — o—2(0)z
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thus giving sense to “conditioning X to stay positive”. If however ¢'(0+) > 0,
in other words, liminfs;o, X¢ = —o0, then the above calculation is not possible
as ®(0) = 0 and it is less clear what it means to condition the process to stay
positive. The sense in which this may be understood is given in [5].

Theorem 12.1 Suppose that eq is an exponentially distributed random variable
with parameter q independent of X. Suppose that ¢'(0+) > 0. For all z,t > 0
and A € Fy,

IE”;(A) = lingm(A,t < eqlTy > €q)
q

exists and satisfies

Xt

Pl (A) = Em(l(A,KTO’)?)'

Proof. Again appealing to Bayes’ formula followed by the Markov property in
conjunction with the lack of memory property and (12.2), we have

P.(A, t <eq, T, >e€q)
Pe(rg > eq)
Ew(l(A,Kqurg)]E(To_ > e4|Ft))
E.(1—e %)

E. (At <eylry >e;) =

gl e~ P@)Xy
= E, <1(A7t<70)e =T ) . (12.3)

Under the assumption ¢'(0+) > 0, we know that ®(0) = 0 and hence by
I’Hopital’s rule
1—e 2@X: ¥,

e~ (124)

Noting also that for all g sufficiently small,

1 — e~ 2(D)Xe ®(q) X, _ C&
1—e 2z = 12z = g

where C' > 1 is a constant. The condition ¢’(0+) > 0 also implies that for all
t >0, E(|X¢|) < oo and hence by dominated convergence we may take limits in
(12.3) as ¢ | 0 and apply (12.4) to deduce the result. ]

It is interesting to note that, whilst P| is a probability measure for each
x > 0, when ¢’(0+) < 0, this is not necessarily the case when 1’(0+) > 0. The
following lemma gives a precise account.

Lemma 12.1 Fiz x > 0. When ¢'(0+) = 0, PL is a probability measure and
when ¢ (0+) > 0, Pl is a sub-probability measure.
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Proof. All that is required to be shown is that for each ¢t > 0, Em(l(t<rg)Xt) =
x for P to be a probability measure and E,, (1(t <T0_)Xt) < x for a sub-probability
measure. To this end, recall from the proof of Theorem 12.1 that
Xt . _
EI(]'(t<TO_)?) = lqlﬂ)lpw( t<eq|ry > eq)
= 1-limP,(e, < t|lrg >eq)
ql0

t

e
— 1—1lim g

i | T o 8w Py (1g > w)du

¢

_ T q —qu —

= 1 1{11%1 @(q)x/o e P, (1y > u)du
/

w04

t
e P, (15 > u)du.
i S [ > )

It is now clear that when ¢'(0+) = 0 the right-hand side above is equal to
unity and otherwise is strictly less than unity thus distinguishing the case of a
probability measure from a sub-probability measure. [

Note that when Em(l(KT[;)Xt) = x, an easy application of the Markov

property implies that {1 X:/x : t > 0} is a unit mean P -martingale

(t<7g)
so that P| is obtained by a martingale change of measure. Similarly when
Er(l(t<ro‘)Xt) < z, the latter process is a supermartingale.

On a final note, the reader may be curious as to how one characterises
spectrally positive Lévy processes, and indeed a general Lévy process, to stay
positive when the initial value x = 0. In general, this is a non-trivial issue,
but possible by considering the weak limit of the measure P] as measure on the
space of paths that are right continuous with left limits. The interested reader
should consult [7] for the most recent and up to date account.

12.2 Conditioning a (sub)Critical Continuous-State Branch-
ing Process to Stay Positive

Let us now progress to conditioning of continuous-state branching processes to
stay positive, following closely Chap. 3 of [18]. We continue to adopt the notation
of Sect.10. Our interest is restricted to the case that there is extinction with
probability one for all initial values > 0. According to Corollary 11.1 this
corresponds to 1(co) = oo, 1'(04) > 0 and

* 1
——dé < 0
[
and henceforth we assume that these conditions are in force. For notational
convenience we also set

p = (0+).
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Theorem 12.2 Suppose that Y = {Y; : t > 0} is a continuous-state branching
process with branching mechanism 1 satisfying the above conditions. For each
event A€ o(Ys:s<t), and x> 0,

PI(A) = lim P(AIG > t45)

1s well defined as a probability measure and satisfies

Pl(A) = Ew(lAept%).

In particular, P} (¢ < oo) =0 and {e”'Y; : t > 0} is a martingale.
Proof. From the proof of Theorem 11.2 we have seen that for x > 0,
P S 1) = Po(Yy = 0) = o770,
where u;(0) satisfies (11.7). Crucial to the proof will be the convergence
ilTroré % = et (12.5)

for each t > 0 and hence we first show that this result holds.
To this end note from (11.7) that

—d¢ =t.
Wi s (00) ¢(§)
On the other hand, recall from the proof of Theorem 11.2 that u;(f) is decreasing
to ®(0) =0 as ¢ | 0. Hence, since limg o 1(£)/€ = ¢'(04) = p, it follows that

us(00) R w0 ) 1
tog 20— [ g AL e,
Ut+S(OO) Ut+s(00) g ut+5(0°) g ¢(§)
as s T oo thus proving the claim.
With (12.5) in hand we may now proceed to note that
1— e—YtuS(oo) Y,

hm —_—— = —ept.
soe 1 —e—oura() | g

In addition, for s sufficiently large,

—Yius (oo
1—e (0) - Yius(00) < CYte”t
1 — e~ Tut4s(00) 1 — e—Tut4s(00) T

for some C' > 1. Hence we may now apply the Markov property and then the
Dominated Convergence Theorem to deduce that

P
lim Po(AlC>t+s) = lim B, (1(A7<>t) Yt(C>8)>

P.(¢>t+s)
. 1 — e~ Yeus(o0)

Y;
= Em(l(A,C>t);fept)-
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Note that we may remove the qualification {t < (¢} from the indicator on the
right-hand side above as Y; = 0 on {t > ¢}. To show that P/ is a probability
measure it suffices to show that for each z,t > 0, E,(Y;) = e ?'z. However,
the latter was already proved in (11.4). A direct consequence of this is that
PJ(¢ >t) =1 for all t > 0 which implies that P} (¢ < o0) = 0.

The fact that {e”'Y; : ¢ > 0} is a martingale follows in the usual way from
consistency of Radon—Nikodym densities. Alternatively, it follows directly from
(11.4) by applying the Markov property as follows. For 0 < s < ¢,

E (e"Yi|o(Yy s u < s)) = eP* By, (e?9)Y,_,) = Y,

which establishes the martingale property. [

Note that in older literature, the process (Y, P]) is called the Q-process. See
for example [1].

We have thus far seen that conditioning a (sub)critical continuous-state
branching process to stay positive can be performed mathematically in a similar
way to conditioning a spectrally positive Lévy processes to stay positive. Our
next objective is to show that, in an analogous sense to what has been discussed
for Bienaymé—Galton—Watson processes, the conditioned process has the same
law as a continuous-state branching process with immigration. Let us spend a
little time to give a mathematical description of the latter.

12.3 Continuous-state branching process with immigra-
tion

In general we define a Markov process Y* = {Y;* : t > 0} with probabilities {P,, :

x > 0} to be a continuous-state branching process with branching mechanism

¢ and immigration mechanism ¢ if it is [0, co)-valued and has paths that are
right continuous with left limits and for all z,¢ > 0 and 6 > 0

B, (=) = exp{—zus(6) — / S(us_s(0))ds}, (12.6)
0

where u:(6) is the unique solution to (10.5) and ¢ is the Laplace exponent of
any subordinator. Specifically, for 6 > 0,

#(0) = db + / (1 —e ")A(dz),
(0,00)

where A is a measure concentrated on (0, co) satisfying f(O,oo) (1Az)A(dz) < oo.
It is possible to see how the above definition plays an analogous role to

(12.1) by considering the following sample calculations (which also show the

existence of continuous-state branching processes with immigration). Suppose

that S = {S; : ¢ > 0} under P is a pure jump subordinator with Laplace

exponent ¢(f) (hence d = 0). Now define a process

Yo=Y+ Y yA,

u<t
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where AS, = S, — S,— so that AS, = 0 at all but a countable number of
€ 10,t], Y; is a continuous-state branching process and for each (u, AS,) the

quantity Y( Su) is an independent copy of the process (Y, P,) at time ¢ —u with
x = AS,. We immediately see that Y* = {Y;* : ¢ > 0} is a natural analogue
of (12.1) where now the subordinator S; plays the role of > | n;, the total
number of immigrants in Z* up to and including generation n. It is not difficult
to see that it is also a Markov process. Let us proceed further to compute its
Laplace exponent. To this end, let us establish briefly the following result.

Lemma 12.2 Consider a compound Poisson process with rate X > 0 and pos-
itive jumps with common distribution F, then for any continuous « : [0,00) —
[0,00) we have

E (e* SN £¢a(t7-r1) _ exp{ / / m(fs))F(dx)ds} ,
Oaﬂ

where {T; i =1,2,---} are the arrival times in the underlying Poisson process
N ={N;:t>0}.

Proof. We have

E(e_zf\;tlgia(t_‘ri)) — (HE —a(t— ﬂ)&l))

(i)

_ 2{: AAt At <I];/; —a@ T,wfwdx)

n>0

Nt:n)
— Ze* < //OOO o(t=9)2 p(dg)ds )n

n>0

t
= exp {—)\/ / (1- e_m(t_s))F(da:)ds} ,
0 J(0,00)

where in the fourth equality we have used the classical result that given N; = n,
the arrival times are have the joint distribution of n ranked i.i.d. uniformly
distributed random variables on [0, ¢]. ]

Returning to the computation of the Laplace exponent of Y;*, suppose that
P, is the law of Y* when Y = Y = 2 then, with E, as the associated expec-
tation operator, for all § > 0,

Em(e—eyj) E, o0V H E(e —9Yﬁi

v<t

S) |
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where the interchange of the product and the conditional expectation is a con-
sequence of monotone convergence.®> Continuing this calculation we have

E.(e””7) = E,(e™)E | [] Eas,(e7)

v<t

e—xut(e)E H e—AS“ut_“(e)

v<t
— o uw®) M E (e, Tzt Asvl{Asvx}ut—v(@))
|0

L ommw(®)] A / / 1 — e—au—e(0)) g 2d2)
e 1m exp g,00 e S
elo { ( ) [0,] (e,oo)( ) A(‘E\a OO)

= explou(®) ~ [ ou(0)ds),

where the third equality follows from the previous lemma on account of the
fact that ), ., AS,1(as,>e) is a compound Poisson process with arrival rate
A(e,00) and jump distribution A(e, 00) " A(dz)| (<, 00)-

Allowing a drift component in ¢ introduces some lack of clarity with regard
to a path-wise construction of Y* in the manner shown above (and hence its
existence). Intuitively speaking, if d is the drift of the underlying subordina-
tor, then the term dfg ut—s(0)ds which appears in the Laplace exponent of
(12.6) may be thought of as due to a “continuum immigration” where, with
rate d, in each d¢ an independent copy of (Y, P.) immigrates with infinitesimally
small initial value. The problem with this intuitive picture is that there are
an uncountable number of immigrating processes which creates measurability
problems when trying to construct the “aggregate integrated mass” that has
immigrated up to time ¢. Nonetheless, [19] gives a path-wise construction with
the help of excursion theory and It6 synthesis; a technique which goes beyond
the scope of this text. Returning to the relationship between processes with
immigration and conditioned processes, we see that the existence of a process
Y™ with an immigration mechanism containing drift can otherwise be seen from
the following lemma.

Lemma 12.3 Fiz x > 0. Suppose that (Y, P.) is a continuous-state branch-
ing process with branching mechanism 1. Then (Y, P]) has the same law as a
continuous-state branching process with branching mechanism 1 and immigra-
tion mechanism ¢ where for 6 > 0,

’
o(0) ="' (0) — p.
3Note that for each € > 0, the Lévy-Ité6 decomposition tells us that

_GYASu —GYAS“
E(1 - H lias,>e)e  tw |S)=1- H las,>e)E(e " Tiu |S)
u<t u<t

due to there being a finite number of independent jumps greater than €. Now take limits as
e | 0 and apply monotone convergence.

20
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Proof. Fix x > 0. Clearly (Y, P]) has paths that are right continuous with
left limits as for each ¢ > 0, when restricted to o(Ys : s < t) we have PJ << P,.
Next we compute the Laplace exponent of Y; under P! making use of (10.4),

El(e %) = FE,(e Ee*GY'f)
x

. ept 8 —0Y,
—?%Ez(e )

rtH
&9 (0

x 00
Jus

00

—zuy (0

0). (12.7)

= ee
Recall from (11.3) that

Ut oy [ (wa(0))ds _ o fL 0 (ueo(8))ds
4 ) = o c ,

in which case we may identify with the help of (10.6),
P0) = ¢(O)-p
= 0% —|—/ (1 — e %) zII(dx).
(0,00)

The latter is the Laplace exponent of a subordinator with drift o2 and Lévy
measure zII(dz). ]

Looking again to the analogy with conditioned Bienaymé-Galton—Watson
processes, it is natural to ask if there is any way to decompose the conditioned
process in some way as to identify the analogue of the genealogical line of de-
scent, earlier referred to as the spine, along which copies of the original process
immigrate. This is possible, but again somewhat beyond the scope of this text.
We refer the reader instead to [9] and [19].

Finally, as promised earlier, we show the connection between (X,Pl) and
(Y, P]) for each z > 0. We are only able to make a statement for the case that
' (0+) = 0.

Lemma 12.4 Suppose that Y = {Y; : t > 0} is a continuous-state branching
process with branching mechanism . Suppose further that X = {X; : t > 0}
is a spectrally positive Lévy process with Laplace exponent ¥(0) for 6 > 0. Fiz

z>0. IfY'(04+) =0 and
<1
| <

(i) the process {Xy, : t > 0} under Pl has the same law as (Y, P]) where

x

then

: * 1
Gtsz{s>0:/0 X—udu>t},
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(ii) the process {Y,, : t > 0} under P] has the same law as (X,Pl) where
oy =1inf{s > 0: / Y, du > t}.
0

Proof. (i) It is easy to show that 6; is a stopping time with respect to
{F, : t > 0} of X. Using Theorem 12.1 and the Lamperti transform we have
that if F(Xy, : s < t) is a non-negative measurable functional of X, then for
each z > 0,

Xo,

T

Y,
= Ex(;tF(Ys 15 <)1)

El(F(XgS SIS t)1(0t<00)) = ET(

s

F(Xp, :s< t)1(9t<707))

= El(F(Y,:s<t)).

(ii) The proof of the second part is a very similar argument and left to the
reader. ]

13 Concluding Remarks

It would be impossible to complete this chapter without mentioning that the
material presented above is but the tip of the iceberg of a much grander theory
of continuous time branching processes. Suppose in the continuous time Bi-
enaymé—Galton—Watson process we allowed individuals to independently move
around according to some Markov process then we would have an example of
a spatial Markov branching particle process. If continuous-state branching pro-
cesses are the continuous-state analogue of continuous time Bienaymé—Galton—
Watson process then what is the analogue of a spatial Markov branching particle
process?

The answer to this question opens the door to the world of measure valued
diffusions (or superprocesses) which, apart from its implicit probabilistic and
mathematical interest, has many consequences from the point of view of mathe-
matical biology, genetics and statistical physics. The interested reader is referred
to the excellent monographs of Etheridge [11], Le Gall [22] and Duquesne and
Le Gall [10] for an introduction.

Exercises

Exercise 19 In this exercise, we characterise the Laplace exponent of the con-
tinuous time Markov branching process Y described in Sect. 9.

(i) Show that for ¢ > 0 and ¢ > 0 there exists some function u:(¢) > 0 satisfying

E, (e~#1") = emv(®),

where y € {1,2,....}.
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(ii) Show that for s,¢ > 0,
U5 () = us(ue(9)).

(iii) Appealing to the infinitesimal behaviour of the Markov chain Y show that

Ou(¢)
ar Y(ui(9))

and uo(¢) = ¢ where
= 1—e )F(dx
¥(q) /[ 5 )( e ") F(dz)

and F is given in (9.3).
Exercise 20 This exercise is due to Prof. A.G. Pakes. Suppose that Y = {V; :

t > 0} is a continuous-state branching process with branching mechanism

V() = ch — (1 — e")A\F(dx),
(0,00)

where ¢, \ > 0 and F' is a probability distribution concentrated on (0, c0).
Assume further that ¢'(04) > 0 (hence Y is subcritical).

(i) Show that Y survives with probability one.

(ii) Show that for all ¢ sufficiently large, ¥; = e"“*A where A is a positive
random variable.

Exercise 21 This exercise is taken from [18]. Suppose that Y is a conservative
continuous-state branching process with branching mechanism 1 (we shall adopt
the same notation as the main text in this chapter). Suppose that ¢’(c0) = 0o
(so that the underlying Lévy process is not a subordinator), [~ ¢(£)71d¢ < oo
and p :=¢'(0+) > 0.

(i) Using (10.7) show that one may write for each ¢,z > 0 and 6 > 0,

1 (a=0Ye\ _ —zu(0) ,;t¢(ut(9))
B = e )

which is a slightly different representation to (12.6) used in the text.

(ii) Assume that p = 0. Show that for each x >0

Pj(liTth =00) = 1.
tToo

(Hint: you may use the conclusion of Exercise 77 (iii)).
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(iii) Now assume that p > 0. Recalling that the convexity of ¢ implies that
f(l ooy PTI(dz) < 00 (cf. Sect. ??), show that

0 B Oz - —1 A
et [ ()

Hence using the fact that ¢(£) ~ p€ as € | 0 show that

/ xlog 2Il(dz) < oo

o= [ Gemwig) e

(iv) Keeping with the assumption that p > 0 and x > 0, show that

if and only if

P]
Y, =5 oo

if [ zlogall(dz) = oo and otherwise Y; converges in distribution under
Pl ast T oo to a non-negative random variable Y, with Laplace transform

El(e™">) = %exp{—p/oe <é - %) d&“} :
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