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Fragmentation is a natural phenomenon that can be observed in many sciences, at a
great variety of scales. To give just a few examples, let us simply mention, the studies
of stellar fragments in astrophysics, fractures and earthquakes in geophysics, breaking
of crystals in crystallography, degradation of large polymer chains in chemistry, DNA
fragmentation in biology, fission of atoms in nuclear physics, fragmentation of a hard
drive in computer science, ...

The main purpose of this short course is to develop a mathematical model which
may be used in situations where either phenomenon occurs randomly and repeatedly
as time passes. For instance, we can think of the evolution of blocks of mineral in a
crusher. In order to deal with models that can be studied mathematically, we are led to
make hypotheses which may look at first sight somewhat stringent, but that are however,
commonly assumed in applications. First, we suppose that the system has a memoryless
evolution, that is its future only depends on its present state and not on its past. In
particular, this excludes the possibility that an object might be more fragile (i.e. more
likely to split) due to former shocks. Second, we assume that each fragment can be
characterized by a real number that should be thought of as its size. This stops us
from considering the spatial position of a fragment or further geometrical properties like
its shape; physicists call such models mean field. Finally, we shall always suppose that
the evolution of a given fragment does not depend on its environment, in the sense that
fragments split independently of each other, or in other words, that the branching property
is fulfilled.

Informally, imagine an object that falls apart randomly as time passes. The state of
the system at some given time consists in the sequence of the sizes of the pieces, which are
often called fragments or particles. Suppose that the evolution is Markovian and obeys
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the following rules. First, different particles evolve independently of each other, that is
the so-called branching property is fulfilled. Second, there is a parameter α ∈ R, which
will be referred to as the index of self-similarity, such that each fragment with size s is
stable during an exponential time with parameter proportional to sα. In other words, a
particle with size s > 0 has an exponential lifetime with mean cs−α, where c > 0 is some
constant. At its death, this particle splits and there results a family of fragments, say with
sizes (si, i ∈ N), where the sequence of ratios (si/s, i ∈ N) has the same distribution for all
particles. The purpose of this course is to construct such self-similar fragmentation chains,
to shed light on their genealogical structure, and to establish some of their fundamental
properties.

1 Construction of fragmentation chains

In this section, we briefly present some basic elements on Markov chains and branching
Markov chains in continuous time which are then used for the construction and the study
of fragmentation chains. For convenience, we recall first some standard notation for sets
of integers which will be used through this text without further reference.

The sets of positive integers, and respectively of integers, are denoted by

N = {1, 2, . . .} , Z = {. . . ,−1, 0, 1, . . .} ,

and then
Z+ = N ∪ {0} = {0, 1, 2, . . .}

designates the set of non-negative integers. When we shall need to consider infinity as an
extended integer, we shall use the notation

N = N ∪ {∞} , Z+ = Z+ ∪ {∞} .

1.1 Preliminaries on Markov chains

Let (E, d) be a Polish space, that is a complete separable metric space, which we also
endow with its Borel sigma-field. Consider a collection (q(x, ·), x ∈ E) of finite measures
on E which is (weakly) measurable in the variable x, in the sense that for every Borel set
B ⊆ E, the map x→ q(x,B) is measurable. It is well-known that we can use the kernel
(q(x, ·), x ∈ E) as the jump rates of some Markov chain in continuous time. Let us briefly
recall the main steps and refer, for example, to Norris [65] or Fristedt and Gray [40] for
more details.

For every x ∈ E, we write q(x) := q(x,E) for the total mass of the measure q(x, ·),
and we introduce the normalized probability measure on E given by

q̄(x, ·) = q(x, ·)/q(x)

with the convention that q̄(x, ·) = δx is the Dirac point mass at x when q(x) = 0. So
(q̄(x, ·), x ∈ E) is a Markov kernel, that is a (weakly) measurable family of probability
measures on E. We can think of (q̄(x, ·), x ∈ E) as the transition probabilities of a Markov
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sequence 1 Y = (Y (n), n ∈ Z+). That is, for every n ∈ Z+,

P (Y (n+ 1) ∈ · | Y (0), . . . , Y (n)) = q̄(Y (n), ·) .

Next, we shall transform the Markov sequence Y into a Markov process X = (X(t), t ≥
0) in continuous time which visits the same states as the sequence Y . More precisely,
conditionally on the sequence Y = (yn, n ∈ Z+), we shall replace the unit waiting time
at each step yn by an exponential variable with parameter q(yn) (thus depending on the
state of Y at this step), independently of the other steps. The construction is specified
by the following procedure.

Let e0, e1, . . . be a sequence of i.i.d. standard exponential variables, which is indepen-
dent of Y . We associate to every sample path of Y the additive functional

A(n) :=
n∑
i=0

ei/q(Y (i)) , n ∈ Z+ ,

which represents the instant at which X jumps from the state Y (n) to the state Y (n+1).
This procedure enables us to define X(t) for any t ≥ 0 if and only if the series A(∞) :=∑∞

i=0 ei/q(Y (i)) diverges. In this direction, we recall the following well-known fact.

Lemma 1 The conditions

A(∞) :=
∞∑
i=0

ei/q(Y (i)) = ∞ a.s. (1)

and
∞∑
i=0

1/q(Y (i)) = ∞ a.s. (2)

are equivalent.

Proof We shall prove a slightly stronger result. Let (yi, i ∈ Z+) be some sequence of
points in E, which should be thought of as the sequence of the states visited by Y . On
the one hand, the identity

E

(
∞∑
i=0

ei/q(yi)

)
=

∞∑
i=0

1/q(yi)

1In the literature, Markov sequences are often called Markov chain in discrete time. However, in
order to avoid a possible confusion with Markov chains in continuous time, which are the main object
of interest in this section, we shall keep the terminology chain for processes in continuous time, and
use sequence for processes in discrete time. We also mention that in the literature, Markov chains in
continuous time generally concern only countable state spaces; some authors prefer to refer to pure-jump
Markov processes in the case of a general topological state space. Nonetheless, we shall use here the name
chain to underline the hold-jump structure (which will be described below), and keep the name process
for continuous evolutions, that is situations where the process may not remain constant on arbitrarily
small time-interval.
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shows that if the series on the right-hand side converges, then
∑∞

i=0 ei/q(yi) < ∞ a.s.
Conversely, taking the Laplace transform, we get

E

(
exp

(
−
∞∑
i=0

ei/q(yi)

))
=

∞∏
i=0

q(yi)

1 + q(yi)

= exp

(
−
∞∑
i=0

ln (1 + 1/q(yi))

)
.

If the series
∑∞

i=0 ei/q(yi) converges with positive probability, then the right-hand side
above has to be strictly positive and hence

∑∞
i=0 1/q(yi) < ∞. Note from the first part

of the proof that this forces the series
∑∞

i=0 ei/q(yi) to converge with probability one, a
fact that can also be observed directly from Kolmogorov’s 0-1 law. �

Condition (2) is plainly fulfilled whenever

sup
x∈E

q(x) <∞ ; (3)

however, in general checking whether (2) holds can be tedious. Henceforth, taking (1) for
granted, we may introduce the time-change

α(t) = min {n ∈ Z+ : A(n) > t} , t ≥ 0;

one says that α(·) is the right-continuous inverse of the additive functional A(·). Then we
define a process in continuous time X = (X(t), t ≥ 0) by the identity

X(t) := Y (α(t)) , t ≥ 0 .

This construction by random time-substitution can be rephrased in terms of a so-called
hold-jump description: the states x ∈ E with q(x) = 0 are absorbing for X, that is

P(X(t) = x for all t ≥ 0 | X(0) = x) = 1 ,

and starting from some non-absorbing state x ∈ E with q(x) > 0, the process X stays at
x up to the holding time e0/q(x) which has an exponential distribution with parameter
q(x), and then jumps 2 according to the probability distribution q̄(x, ·), independently of
the holding time. It is easily seen from the absence of memory of exponential variables
that X enjoys the Markov property; one says that X is a Markov chain (in continuous
time). Note also that X has right-continuous paths a.s.

The semigroup (Pt, t ≥ 0) of X is the family of linear operators on the space of
bounded measurable functions f : E → R defined by

Ptf(x) := E(f(X(t) | X(0) = x) , x ∈ E;

it satisfies the Chapman-Kolmogorov equation

Pt ◦ Ps = Pt+s , t, s ≥ 0 .

2When q(x, {x}) > 0, the probability that process X stays at the state x after the exponential holding
time is positive, so strictly speaking there may be no jump after this first holding time. However, this
induces no difficulty whatsoever, and it is convenient not to distinguish this degenerate case.
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It is easy to check from the hold-jump description that for every bounded measurable
function f : E → R,

Gf(x) := lim
t→0+

1

t
E(f(X(t))− f(X(0)) | X(0) = x)

=

∫
E

(f(y)− f(x)) q(x, dy) , (4)

which identifies the infinitesimal generator G of X. In particular, combining with the
Chapman-Kolmogorov equation yields the classical backward equation

dPtf(x)

dt
= GPtf(x) , t ≥ 0 . (5)

Further, when the function Gf is bounded on E, we also have the forward equation

dPtf(x)

dt
= PtGf(x) , t ≥ 0 . (6)

A well-known alternative characterization of the infinitesimal generator is that for every
bounded measurable function f : E → R such that Gf is bounded, Gf is the unique
bounded measurable function g : E → R for which the process

f(X(t))−
∫ t

0

g(X(s))ds , t ≥ 0

is a martingale under P(· | X(0) = x) for every x ∈ E.

Either the construction of X or (4), shows that the family (q(x, ·), x ∈ E) can be
thought of as the jump rates of X, and thus entirely characterizes the distribution of
the Markov chain X. In the same vein, note also that when the space E is discrete and
q(x, {x}) = 0, the jump rates of the chain can be recovered from its one-dimensional
distributions by

q(x, {y}) = lim
t→0+

1

t
P(X(t) = y | X(0) = x) , x 6= y. (7)

Example The so-called compound Poisson processes form one of the simplest and best
known family of Markov chains in continuous time. Specifically, consider the special
case when E is some Euclidean space (or, more generally, some nice topological group)
and the jump rates (q(x, ·), x ∈ E) are translation invariant, that is for every x ∈ E,
q(x, ·) is the image of some given finite measure Λ by the translation y → x + y (in
particular q(0, ·) = Λ). The measure Λ is known as the Lévy measure of the compound
Poisson process. Plainly, the transition probabilities (q̄(x, ·), x ∈ E) are also translation
invariant, and hence the Markov sequence Y = (Y (n), n ∈ Z+) is a random walk with step
distribution Λ̄(·) := Λ(·)/Λ(E). In other words, Y (n) = Y (0) + ξ1 + · · · + ξn, where the
increments ξi form a sequence of i.i.d. variables with law Λ̄(·). Since c := Λ(E) = q(x)
does not depend on the state x, the continuous time Markov chain with jump rates
(q(x, ·), x ∈ E) can be obtained as the composition X = Y ◦ N where N = (Nt, t ≥ 0)
is a Poisson process with intensity c which is independent of the random walk Y . This
construction triggers the name compound Poisson process for such Markov chains. More
generally, it is easy to see that a Markov chain in continuous time can be constructed as a
Markov sequence time-changed by an independent Poisson process if and only if the total
jump rates are bounded, that is if and only if (3) holds.
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1.2 Branching Markov chains

In this section, we shall consider an important class of Markov chains with values in a
space of measures. First, we call a finite point measure on E any measure of the type
m =

∑n
i=1 δxi where n ∈ Z+ and xi ∈ E (xi = xj is allowed, and for n = 0, the measure

m = 0 is trivial). We denote by Ep the space of finite point measures on E, endowed with
the distance

dist(m,m′) := sup

∣∣∣∣∫
E

f(x)m(dx)−
∫
E

f(x)m′(dx)

∣∣∣∣ ,
where the supremum is taken over the space of Lipschitz-continuous functions f : E → R
with |f(x) − f(y)| ≤ d(x, y) for every x, y ∈ E. It is easy to check that this distance is
equivalent to the Prohorov metric on the space of finite measures on E, and that (Ep, dist)
is a Polish space; see for example [27].

•

•

•

•

•

•

•

•

•
•

•

t

E

-
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Sample path of a branching Markov chain started from a single particle

We shall think of the atoms of point measures as particles; see the picture above.
Our goal is to construct a particle system whose dynamics can be described informally
as follows. The system is non-interacting, that is different particles have independent
evolutions. Each particle branches, that is it dies at some rate depending on its location,
and at its death it is replaced by some random number of random particles, independently
of the lifetime. More precisely, we consider a family (νx, x ∈ E) of finite measures on
Ep, which depends measurably on the variable x. A particle located at x lives for an
exponential time with parameter νx(Ep) (so it is immortal when νx(Ep) = 0). At its death,
the particle is removed and replaced by new particles, say y1, . . . , yk, where the finite point
measure

∑k
i=1 δyi is distributed according to the probability measure νx(·)/νx(Ep) on Ep.

In order to construct such a particle system as a Markov chain on Ep, we introduce
some notation related to finite point measures. Given m ∈ Ep, we denote by θm(ν) the
image of ν by the map m′ → m + m′. Then we associate to the family (νx, x ∈ E), a
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measurable kernel (q(m, ·),m ∈ Ep) of finite measures on Ep defined as follows. First,
q(0, ·) = 0 and, second, if m =

∑n
i=1 δxi with n ≥ 1, we set

q(m, ·) :=
n∑
i=1

θmi(νxi) , (8)

where mi =
∑

j 6=i δxj . The term θmi(νxi) in (8) corresponds to the rate at which the
particle xi branches in the family {x1, . . . , xn}. Note that the total mass q(m) := q(m,Ep)
is given by

q(m) =
n∑
i=1

νxi(Ep) ,

and as a consequence, an exponential variable with parameter q(m) can be thought of as
the minimum of n independent exponential variables with parameters νx1(Ep), . . . , νxn(Ep).
Observe also the important additivity property of this kernel, namely for every point mea-
sures m,m′ ∈ Ep and every measurable functional Φ : Ep → R+, there is the identity∫

Ep

Φ(m′ + µ)q(m, dµ) +

∫
Ep

Φ(m+ µ)q(m′, dµ) =

∫
Ep

Φ(µ)q(m+m′, dµ) . (9)

We would like to use the kernel (q(m, ·),m ∈ Ep) as jump rates of a Markov chain.
In this direction, let us first describe the evolution of the Markov sequence Y = (Y (i) :
i ∈ Z+) with transition probabilities q̄(m, ·) = q(m, ·)/q(m) for m ∈ Ep. As q(0) = 0,
the measure 0 is an absorbing state for the sequence. Then, let the sequence start from
some finite point measure m =

∑n
i=1 δxi 6= 0. The distribution of the next state of the

sequence is obtained by picking an atom x at random among x1, . . . , xn, with probability
proportional to νx (Ep), and replacing it by the atoms of a random point measure with
law q̄(δx, ·). Now, we should like to consider a continuous time Markov chain with jump
rates (q(m, ·),m ∈ Ep), so that we need conditions ensuring (2) (observe that the stronger
condition (3) cannot hold).

Lemma 2 In the preceding notation, (2) is fulfilled whenever there is a finite constant
c > 0 such that ∫

Ep

νx(dm)q(m) ≤ cνx (Ep) , ∀x ∈ E , (10)

where q(m) = q(m,Ep) is the total jump rate from the state m ∈ Ep.

Proof Let the Markov sequence Y start from some finite point measure; we have to check
that

∑∞
i=0 1/q(Y (i)) =∞ a.s. For every n ∈ N, set

r(n) :=
k∑
i=1

νyi(Ep) ,

where y1, . . . , yk denote the particles which are created at the n-th step of Y , and then
σ(n) = r(1) + · · ·+ r(n). Plainly, we have

q(Y (n)) ≤ q(Y (0)) + σ(n) ,
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as the right-hand side corresponds to the total jump rate from the point measure whose
atoms are given by all the particles which are born before the (n + 1)-th step or existed
at time 0 (in other words the particles that have branched are not removed).

Condition (10) of the lemma states that the expectation of the total jump rate from
a random point measure distributed according to q̄(x, ·) is bounded from above by c, for
any x ∈ E. By conditioning on the particle that branches at the n-th step, we see that
(10) ensures that E(r(n)) ≤ c, so that E(σ(n)) ≤ cn for all n. Thus, by Fatou’s lemma,
we have

lim inf
n→∞

q(Y (0)) + σ(n)

n
< ∞ a.s.,

or equivalently

lim sup
n→∞

n

q(Y (0)) + σ(n)
> 0 a.s.

Since the random sequence σ(·) is increasing, this implies that

∞∑
n=1

1/(q(Y (0)) + σ(n)) = ∞ a.s.

and thus the series
∑∞

n=1 1/q(Y (n)) diverges a.s. �

From now on, we shall take the conditions of Lemma 2 for granted. The Markov
chain in continuous time X = (X(t), t ≥ 0) on Ep associated with the family of jump
rates (q(m, ·),m ∈ Ep) is called a branching Markov chain. The measures νx (x ∈ E)
which are used to define the jump rates in (8) are referred to as the branching rates at
locations x ∈ E. Standard properties of independent exponential variables show that
its evolution indeed coincide with the dynamics of the non-interacting particle system
which we aimed to construct. In particular, this makes the following important statement
intuitively obvious.

Proposition 1 (Branching property) Let X and X ′ two independent versions of the same
branching Markov chain, started respectively from two point measures m and m′. Then
X +X ′ is a version of the branching Markov chain started from m+m′.

Proof Let T and T ′ denote the first jump times of X and X ′, respectively. So T and
T ′ are independent and follow the exponential distribution with parameters q(m) and
q(m′), respectively. Moreover, X(T ) and X(T ′) are independent with respective laws
q̄(m, ·) and q̄(m′, ·), and are jointly independent of T and T ′. Thus the first jump time
of X +X ′ occurs at time T ∧ T ′, which has the exponential distribution with parameter
q(m) + q(m′) = q(m + m′). Furthermore the value of X + X ′ after this jump, namely
X(T ∧ T ′) +X ′(T ∧ T ′), is independent of T ∧ T ′, and has the law q̄(m+m′, ·), since for
every measurable functional Φ : Ep → R+

E(Φ (X(T ∧ T ′) +X ′(T ∧ T ′)))
= P(T < T ′)E (Φ(X(T ) +m′)) + P(T ′ ≤ T )E (Φ(m+X ′(T ′)))

=
q(m)

q(m+m′)

∫
Ep

Φ(µ+m′)q̄(m, dµ) +
q(m′)

q(m+m′)

∫
Ep

Φ(m+ µ)q̄(m′, dµ)

=

∫
Ep

Φ(µ)q̄(m+m′, dµ) ,
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where we used (9) in the third equality. This shows that the distribution of the time and
location of the first jump of X + X ′ is the same as that of the version of the branching
Markov chain starting from m + m′. An application of the Markov property enables us
to extend this identity to the following jumps, which completes the proof. �

Example Branching random walks (in continuous time) form a special class of branching
Markov chains which have been introduced by Uchiyama [68]. Specifically, we now assume
that E is some Euclidean space, and we consider a finite measure ν on the space Ep of
finite point measures on E. Next, to each site x ∈ E, we associate to ν its image by
the translation of its atoms by x. That is, for every finite point measure m =

∑n
i=1 δxi ,

we denote the shifted measure by mx :=
∑n

i=1 δx+xi , and νx is the image of ν by this
shift. The branching Markov chain with branching rates (νx, x ∈ E), is called a branching
random walk with branching measure ν. In this direction, observe that the condition (10)
of Lemma 2 reduces to ∫

Ep

ν(dm)m(E) < ∞ .

It is easy to see that the process of total mass (〈X(t), 1〉, t ≥ 0) is a classical branching
process. More precisely, each particle lives for an exponential lifetime with parameter
ν(Ep) and, at its death, it gives birth to a random number Z of children, where the
offspring distribution is specified by

P(Z = n) =
1

ν(Ep)

∫
Ep

ν(dm)11{m(E)=n} .

1.3 Fragmentation chains

Throughout the rest of this chapter, we shall work with the state space of decreasing
numerical sequences bounded from above by 1 and with limit 0:

S↓ := {s = (s1, s2, . . .) : 1 ≥ s1 ≥ s2 ≥ · · · ≥ 0 and lim si = 0} .

We endow S↓ with the uniform distance

d(s, s′) := max
i∈N
|si − s′i| ,

which makes S↓ a Polish space. We shall think of a sequence s ∈ S↓ as that of the
sizes of the fragments resulting from the split of some block with unit size. No term of a
sequence s ∈ S↓ exceeds 1; the total sum

∑∞
i=1 si of the series s ∈ S↓ may equal 1 (which

corresponds to the so-called conservative situation), may be less than 1 (dissipative case),
or even greater than 1 (this situation may occur for instance when the size of an object
is the measure of its diameter). It is sometimes convenient to identify the sequence with
a Radon point measure on ]0,∞[,

∑
i:si>0 δsi . Observe that the latter is a finite point

measure on ]0,∞[ if and only if si = 0 whenever i is large enough.

We will be interested in a simple family of Markov process with càdlàg paths X =
(X(t), t ≥ 0) and values in the space S↓, called fragmentation chains. Informally, the
evolution of X = (X(t), t ≥ 0) is given by a non-interacting particle system, in the sense
that each particle in the system evolves independently of the others. The dynamics of
each particle are the following. A particle lives for an exponential time with parameter
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depending only on its size and, at the end of its life, it is replaced by a random cloud
(possibly infinite) of smaller particles which is independent of the lifetime of the parti-
cle. Although this description bears obvious similarities with that for branching Markov
chains, it is not completely clear that such a random evolution is well-defined, because we
do not require the number of fragments (or particles) at some given time to be finite. As a
consequence, the jump rates from a configuration s = (s1, . . .) with si > 0 for every i ∈ N
may be (and indeed often are) unbounded. In particular, although a fragmentation chain
is a Markov process, it is not necessarily a Markov chain in continuous time. However,
we keep the terminology chain to underline the fact that each particle remains unchanged
during some strictly positive time so, in some loose sense, the evolution of the system is
discrete.

Let us now explain precisely the construction of this model. To start with, for every
x ∈]0, 1], let νx be some finite measure on S↓. We assume that this family depends in a
measurable way on the variable x. As previously, the total mass νx(S↓) is the parameter
of the exponential lifetime of the particle, and the probability law νx(·)/νx(S↓) is the law
of the random cloud of particles resulting from the dislocation of x. We shall now discuss
why the evolution of the system is well-defined under the following mild condition: we
suppose henceforth first that

νx(s1 > x) = 0 , x ≥ 0 (11)

(which means that a.s. the sizes of the fragments cannot be larger than that of the initial
particle), and second that for every ε > 0, there exists some finite constant cε such that
for every x > ε,

νx(S↓) < cε and

∫
S↓

# {i ∈ N : si > ε} νx(ds) ≤ cενx(S↓) , (12)

where # stands for the counting measure on N. Observe that the second requirement
in (12) is always fulfilled when the measure νx is conservative or dissipative, that is∑∞

i=1 si ≤ x for νx almost-every configuration s, since then the bound # {i : si > ε} ≤ x/ε
holds νx(ds)-a.e.

Call a sequence s = (s1, . . .) ∈ S↓ finite and write s ∈ S↓f if sj = 0 for some large
enough index j; clearly we may (and will) identify a finite sequence s as a finite point
measure on ]0, 1], m =

∑
δsj , where the sum is taken over indices j such that sj > 0.

Next, we introduce threshold operators which map S↓ to the space of finite sequences.
Specifically, for every ε > 0, we write ϕε : [0, 1] → [0, 1] to be the function such that
ϕε(x) = x if x > ε and ϕε(x) = 0 otherwise, and, by a slight abuse of notation, we still
write ϕε : S↓ → S↓f for its obvious extension to S↓ (component by component). Plainly,
the threshold operators form a projective system, that is ϕε ◦ϕη = ϕη ◦ϕε = ϕε for every
0 < η ≤ ε.

Let νεx be the image of νx by the threshold operator ϕε; so we can think of νεx as a finite
measure on the space of point measures on ]0, 1]. In this framework, it is easy to see that
whenever (12) holds, the conditions of Lemma 2 are fulfilled, and thus we can construct
a branching Markov chain in continuous time Xε = (Xε(t), t ≥ 0) with branching rates
given by the family (νεx, x ∈]0, 1]) and started from an arbitrary finite sequence s. This
branching Markov chain takes values in the space of finite point measures on ]0, 1], but we
may also view it as a process with values in S↓f (or even S↓) by the preceding identification.
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We shall now show that one can construct simultaneously the chains Xε for different
values of the parameter ε in a consistent way with respect to the threshold operators and,
more precisely, that there exists a process X in S↓ such that its image by the threshold
operator ϕε is a version of Xε. Clearly, such process is unique in distribution and has the
evolution that we wished.

Lemma 3 For every s ∈ S↓, there exists a unique (in law) process X = (X(t), t ≥ 0)
with values in S↓ such that for every ε > 0, ϕε(X) is a branching Markov chain with the
same distribution as Xε started from Xε(0) = ϕε(s).

Proof Fix 0 < η < ε, and let Xη denote a version of the branching Markov chain with
branching rates specified by the family (νηx , x ∈]0, 1]) and started from the finite configu-
ration ϕη(s). Recall that our setting requires that the size of a child particle is never larger
than that of its parent. As a consequence, for every s, t ≥ 0, the conditional distribution
of ϕε(X

η(t + s)) given Xη(t) only depends on ϕε(X
η(t)). It follows that ϕε(X

η(·)) is a
Markov process, more precisely a Markov chain in continuous time, and since νεx is the im-
age of νηx by the threshold operator ϕε, the jump rates of ϕε(X

η(·)) are the same as those
of Xε started from Xε(0) = ϕε(s). Thus, the two processes have the same distribution.

This observation enables us to appeal to Kolmogorov’s projective theorem, and we
obtain the existence of a family of process (Xε(·), ε > 0) such that for every ε > η > 0,
ϕε(X

η(·)) has the same law as Xε(·). Plainly, if we are given a family (mε, ε > 0) of point
measures on ]0, 1] such that for every ε > η > 0, mε is the image of mη by the threshold
operator ϕε, then there exists a unique sigma-finite measure m on ]0, 1] such that mε is
the image of m by ϕε. Thus the family of processes (Xε(·), ε > 0) can be obtained as the
images of the same process X(·) by the threshold operators. �

Let us now turn our attention to self-similarity. Suppose that ν is some finite measure
on S↓ such that ∫

S↓
# {i ∈ N : si > ε} ν(ds) < ∞ for all ε > 0. (13)

For every x ∈]0, 1], write νx for the image of xαν by the dilation s→ xs. Then, the con-
ditions (11) and (12) plainly hold. We are now able to introduce the following definition.

Definition 1 (i) Let (νx, 0 < x ≤ 1) be a measurable kernel of finite measures on S↓
which fulfils (11) and (12). The process X = (X(t), t ≥ 0) with values in S↓ that has
been constructed in Lemma 3 is called a fragmentation chain with dislocation rates
(νx, 0 < x ≤ 1).

(ii) Let ν be some finite measure on S↓ such that (13) holds, and α ∈ R. For every
x ∈]0, 1], let νx denote the image of xαν by the dilation s→ xs. The fragmentation chain
with dislocation rates (νx, 0 < x ≤ 1) is called self-similar with index of self-similarity
α and dislocation measure ν.

Throughout the rest of this chapter, X will denote a self-similar fragmentation chain
as defined above. Its law is entirely determined by the index of self-similarity α, the
dislocation measure ν, and of course the initial configuration X(0) ∈ S↓. The evolution of
the process can be described as follows: a fragment with size x lives for an exponential time
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with parameter xαν(S↓), and then splits and gives rise to a family of smaller fragments
distributed as xξ, where ξ has the law ν(·)/ν(S↓).

It should be intuitively obvious that the behavior of a self-similar fragmentation de-
pends crucially on its index of self-similarity. Informally, fragments get smaller as time
passes; the rate of dislocations thus decreases when the index is positive, whereas it in-
creases when α < 0. In particular, we stress that for α < 0, this description a priori
makes sense only when the size x is non-zero; however, by self-similarity, the children of
a particle with size 0 all have size zero. Particles with size zero play no role, and the
evolution is thus well-defined in all cases.

As for every ε > 0, the infinitesimal generator of the Markov chain ϕε(X), which
is obtained from X by discarding the fragments with size less than or equal to ε, is
given in terms of its jump rates, we immediately derive from (4) explicit expressions
for the infinitesimal generator G of a self-similar fragmentation chain with index α and
dislocation measure ν. Typically, consider a bounded measurable functional f : S↓ → R
which only depends on fragments with size at least ε, in the sense that f = f ◦ ϕε. For
every configurations x, s ∈ S↓ and every integer i, introduce the notation Fragi(x, s) to
designate the sequence obtained from x by removing its i-th term xi, replacing it by the
terms of the configuration xis, and reordering all the terms in decreasing order. Then it
is easily checked that in this situation, the infinitesimal generator G is given by

Gf(x) =
∞∑
i=1

11{xi>0}x
α
i

∫
S↓

(f(Fragi(x, s))− f(x))ν(ds) . (14)

This expression has an interesting application to the so-called fragmentation equation
which appears in various models in physics (see for example [22] and references therein).

Corollary 1 Assume that the dislocation measure ν is conservative or dissipative, that
is ν(s ∈ S↓ :

∑∞
i=1 si > 1) = 0. For every t ≥ 0 and 0 < x ≤ 1, define a Radon measure

µxt on ]0, 1] by

〈µxt , f〉 = Ex

(
∞∑
i=1

f(Xi(t))11{Xi(t)>0}

)
,

where f :]0, 1] → R+ denotes a generic measurable function with compact support and
〈µxt , f〉 the integral of f with respect to µxt . Then the family (µxt )t≥0 solves the system of
partial differential equations

∂

∂t
〈µxt , f〉 =

∫
]0,1]

µxt (dy)yα
∫
S↓
ν(ds)

(
−f(y) +

∞∑
i=1

f(ysi)

)
,

with initial condition µx0 = δx.

More generally, by linearity of the fragmentation, we obtain a solution (µmt )t≥0 with initial
condition m, where m denotes an arbitrary Radon measure on ]0, 1], in the form

µmt =

∫
]0,1]

µxtm(dx) .

We refer to Haas [42] for a much deeper study of the applications of fragmentation pro-
cesses to the fragmentation equation.
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Proof Let ε > 0 such that f = 0 on ]0, ε]. The dislocation measure ν being conservative
or dissipative, the process of the total mass, t →

∑∞
i=1 Xi(t) is non-increasing a.s.; in

particular the number of fragments of size at least ε in X(t) is bounded from above by
x/ε, Px-a.s. Define an additive functional f : S↓ → R by

f(s) =
∞∑
i=1

f(si)11{si>0} , s = (s1, s2, . . .) .

Plainly the functional f only depends on fragments with size at least ε, but is not bounded
on S↓. However, the observations above show that f(X(t)) ≤ ε−1xmax f for all t ≥ 0,
Px-a.s., which enables us to work with the bounded functional f̃ := f ∧ (ε−1xmax f).
Specializing (14) yields that for every configuration x = (x1, . . .) ∈ S↓ which has at most
bx/εc fragments of size greater than ε, we have

Gf̃(x) =
∞∑
i=1

11{xi>0}x
α
i

∫
S↓

(f(xis)− f(xi))ν(ds) . (15)

It is readily checked that our assumptions ensure that Gf̃ is a bounded functional. Com-
bining (15) with the forward equation (6) immediately yields the statement. �

Similarly, consider a measurable function g : [0, 1] →]0, 1] with g = 1 on some neigh-
borhood of 0, and define a multiplicative functional g : S↓ →]0,∞[ by

g(s) =
∞∏
i=1

g(si) , s = (s1, s2, . . .) .

Plainly, 0 ≤ g(s) ≤ 1 for every s ∈ S↓, for every x = (x1, . . .) ∈ S↓, (14) yields

Gg(x) =
∞∑
i=1

11{xi>0}x
α
i

g(x)

g(xi)

∫
S↓

(g(xis)− g(xi))ν(ds) .

Later in the text, it will be convenient to denote for every x ∈ [0, 1] by Px the law of
X started from the configuration (x, 0, . . .). In other words, Px is the distribution of the
fragmentation chain when at the initial time, there is just one particle with size x. We
shall further simply write P = P1 when the size is x = 1. Quite often we shall work under
the law P; essentially this does not induce any loss of generality, thanks to the following
basic properties.

Proposition 2 (i) Any fragmentation chain X has the branching property, namely
for every sequence s = (s1, . . .) ∈ S↓ and every t ≥ 0, the distribution of X(t) given that
X(0) = s is the same as that of the decreasing rearrangement of the terms of independent
random sequences X(1)(t), X(2)(t), . . ., where for each i ∈ N, X(i)(t) is distributed as X(t)
under Psi.
(ii) Any self-similar fragmentation chain X has the scaling property, namely for every
x ∈ [0, 1], the distribution of the rescaled process (xX(xαt), t ≥ 0) under P1 is Px.

We now conclude this section by discussing a few special cases and examples.
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First, in the special case α = 0, where the total dislocation rate of a fragment does not
depend on its size, we say that the fragmentation chain is homogeneous. In this case, there
is a natural connection with branching random walks (see Section 1.1.2). Specifically, let
µ be some finite measure on the space of finite point measures on ]0,∞[, and let Z denote
a branching random walk in continuous time with branching measure µ. Consider the
process X valued in S↓ obtained by shifting the atoms of Z by the exponential map
z → e−z, that is X(t) = (e−z1 , . . . , e−zk , 0, . . .), where z1, . . . , zk denote the atoms of the
branching random walk at time t, ranked in increasing order. It should be plain that
X is a homogeneous fragmentation chain with dislocation measure ν, where ν is the
image of the branching measure µ by the exponential map z → e−z. Conversely, consider
a homogeneous fragmentation chain X with dislocation measure ν charging only finite
sequences. Then the process

Z(t)(dx) :=
∑

δ− lnXi(t)(dx) ,

where the sum is taken over the fragments with strictly positive size, is a branching random
walk with branching measure the image of ν by the map x → − lnx. This elementary
connection has a number of interesting consequences as it essentially reduces the study
of the class of homogeneous fragmentations associated to a dislocation measure charging
only finite configurations, to that of branching random walks on ]0,∞[, for which many
results are known; see in particular the forthcoming Section 5 in this chapter.

Let us now present two simple examples of self-similar fragmentation chains with index
α 6= 0.

Example (Poissonian rain) Consider a Poisson point process with values in the unit
interval and characteristic measure given by the Lebesgue measure on ]0, 1[. In other
words, we have a sequence U1, . . . of i.i.d. uniform variables on [0, 1]; the times when they
appear are the jump times of some independent Poisson process (Nt, t ≥ 0). Now, think
of these Poissonian points as drops of rain, and consider for every time t ≥ 0 the subset of
]0, 1[ which is dry, that is to say ϑ(t) :=]0, 1[\ {Ui : i ≤ Nt}. So ϑ(t) is a random open set
which consists of Nt + 1 disjoint interval components. If we write X1(t) ≥ · · · ≥ XNt+1(t)
for the sequence of their lengths ranked in decreasing order and Xi(t) = 0 for i > Nt + 1,
then it is easy to check that the process X = (X(t), t ≥ 0) is a (conservative) self-
similar fragmentation chain with index α = 1, with dislocation measure ν given by the
distribution of (1− V, V, 0, . . .) with V uniformly distributed on [0, 1/2].

The construction of the Poissonian rain can be extended to higher dimensions. For
instance, in dimension 2, we start from a triangle T with unit area and consider a Poisson
point process in T with Lebesgue intensity. That is we have a sequence U1, . . . of i.i.d.
uniform variables on T, which we call atoms; the times when they appear are the jump
times of some independent Poisson process with unit rate. Each time an atom of the point
process arises, we split T into a sequence of smaller triangles and obtain a triangulation
as follows. Specifically, at the instant when some atom U occurs, U belongs to some
triangle, say (A,B,C) of the current triangulation, and we split (A,B,C) into (U,B,C),
(A,U,C) and (A,B, U). So at time t, we obtain a triangulation τ(t) = (T1,n, . . . ,T2n+1,n)
of T, where n = N(t) is the number of atoms that have occurred before time t. Denote by
X(t) = (X1(t), X2(t), . . .) the mass-partition given by the ordered sequence of the areas of
the triangles in the triangulation τ(t) and completed by an infinite sequence of 0. Then it is
easy to check that X = (X(t), t ≥ 0) is a self-similar fragmentation with index α = 1, and
that its dislocation measure is the law of the decreasing rearrangement of a variable which
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is uniformly distributed on the simplex {x = (x1, x2, x3) : xi ≥ 0 and x1 + x2 + x3 = 1}.
Example Let us briefly present a generalization of the Poissonian rain model above which
has been considered by Baryshnikov and Gnedin concerning a packing problem related
to communication networks; see [8] for much more on this example. As previously, let
U1, . . . be a sequence of i.i.d. uniform variables, and `1, `2, . . . a sequence of i.i.d. random
variables, which is independent of the Ui. We throw successively the random intervals
[Ui, Ui + `i] on ]0, 1[ at the jump times T1 < T2 < · · · of an independent rate 1 Poisson
process N = (Nt, t ≥ 0). We construct a process of nested open subsets ϑ := (ϑ(t), t ≥ 0)
as follows. The process starts from ϑ(0) :=]0, 1[ and remains constant except at times
T1, T2, . . . where it may jump. Specifically, if [Ui, Ui + `i] is entirely contained in ϑ(Ti−),
then ϑ(Ti) = ϑ(Ti−)\[Ui, Ui + `i]. Otherwise ϑ(Ti) = ϑ(Ti−). Elementary properties of
Poisson point processes easily imply that the process of the ranked lengths of the interval
components of ϑ(·) is a dissipative fragmentation chain. For instance, when the `i are
uniformly distributed, it is easily checked that the fragmentation is self-similar with index
α = 2.

2 Genealogical structure

Throughout the rest of this chapter, we shall consider a self-similar fragmentation chain
X = (X(t), t ≥ 0) with index α ∈ R and dislocation measure ν which fulfills (13). In
order to avoid uninteresting discussions of degenerate cases, we shall always implicitly
assume that

ν (si ∈]0, 1[) > 0 for some i ∈ N.

In this section, we point at a representation of fragmentation chains as random infinite
marked trees. This representation can be viewed as a different parametrization of the
process, in which the natural time is replaced by the generation of the different particles.

2.1 The tree of generations

We start by introducing some notation. We consider the infinite tree (see the figure below)

U :=
∞⋃
n=0

Nn ,

with the convention N0 = {∅}. We will refer to U as the genealogical tree; its elements
are called nodes (or sometimes also individuals) and the distinguished node ∅ is the root.
Nodes will be used to label the particles produced by a fragmentation chain.
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For each u = (u1, . . . , un) ∈ U , we call n the generation of u and write |u| = n,
with the obvious convention |∅| = 0. When n ≥ 1 and u = (u1, . . . , un), we call u− :=
(u1, . . . , un−1) the parent of u. Similarly, for every i ∈ N we write ui = (u1, . . . , un, i) ∈
Nn+1 for the i-th child of u. Finally, any map from U to some (measurable) set is called
a mark .

Now, consider a self-similar fragmentation chain X = (X(t), t ≥ 0) with index α ∈ R
and dislocation measure ν. Suppose for simplicity that the process starts from a single
fragment with size x > 0, that is we work under the law Px. We associate to each path
of the process a mark on the infinite tree U ; roughly the mark at a node u is the triple
(ξu, au, ζu) where ξu is the size, au the birth-time and ζu the lifetime of the particle with
label u. More precisely, the initial particle x corresponds to the ancestor ∅ of the tree
U , and the mark at ∅ is the triple (x, 0, ζ∅) where ζ∅ is the lifetime of the initial particle
(in particular, ζ∅ has the exponential law with parameter xαν(S↓)). The nodes of the
tree at the first generation are used as the labels of the particles arising at the first split.
Again, the mark associated to each of the nodes i ∈ N1 at the first generation, is the
triple (ξi, ai, ζi), where ξi is the size of the i-th child of the ancestor, ai = a∅ + ζ∅ (the
birth-time of a child particle coincides with the death-time of the parent), and ζi stands
for the lifetime of the i-th child. And we iterate the same construction with each particle
at each generation.

Clearly, the description of the dynamics of fragmentation implies that its genealogical
representation also enjoys the branching property. Specifically, the distribution of the
random mark can be described recursively as follows.
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Proposition 3 There exist two independent families of i.i.d. variables indexed by the

nodes of the genealogical tree,
(

(ξ̃ui)i∈N, u ∈ U
)

and ((eui)i∈N, u ∈ U), where each (ξ̃ui)i∈N

is distributed according to the law ν(·)/ν(S↓), and each (eui)i∈N is a sequence of i.i.d.
exponential variables with parameter ν(S↓), and such that the following holds:

Given the marks ((ξv, av, ζv), |v| ≤ n) of the first n generations, the marks at generation
n+ 1 are given by

ξui = ξ̃uiξu , aui = au + ζu , ζui = ξ−αui eui ,

where u = (u1, . . . , un) and ui = (u1, . . . , un, i) is the i-th child of u.

The genealogical coding of a self-similar fragmentation chain yields an elementary
transformation of the latter, which only affects the lifetime of particles, and enables us to
change the index of self-similarity.

Corollary 2 Let (ξ, a, ζ) be the random mark on the genealogical tree induced by a self-
similar fragmentation chain with index α and dislocation measure ν. Fix β ∈ R and
consider the random mark (ξ(β), a(β), ζ(β)) defined by

ξ(β)
u = ξu , ζ(β)

u = ξ−βu ζu , a(β)
u =

n−1∑
i=0

ζ
(β)
(u1,...,ui)

,

where u = (u1, . . . , un) denotes a generic node. Then (ξ(β), a(β), ζ(β)) is distributed as the
genealogical coding of a self-similar fragmentation chain with index α+ β and dislocation
measure ν.

Proof This is obvious from Proposition 3 as conditionally on the mass ξu = ξ
(β)
u of the

particle labeled by the node u ∈ U , the lifetime ζ
(β)
u has an exponential distribution with

parameter ξα+β
u ν(S↓). �

Now to every node u of the genealogical tree, we can associate the interval Iu :=
[au, au + ζu[ during which the particle labeled by u is alive. Putting the pieces together,
we may express the fragmentation chain at time t as the ranked sequence of the particles
which are alive at time t:

Proposition 4 With probability one, for every t ≥ 0 there is the identity between point
measures on ]0,∞[:

∞∑
i=1

11{Xi(t)>0}δXi(t) =
∑
u∈U

11{t∈Iu}δξu .

Proof We have to check that all the fragments with positive size which are present at
time t have a finite generation, that is result from finitely many dislocations of the initial
particle. In this direction, let us fix some arbitrarily small ε > 0, and consider the
threshold operator ϕε which consists of removing all the fragments with size less than
or equal to ε. Recall from Section 1.1.3 that ϕε(X) is a Markov chain, in particular the
number of jumps accomplished by this chain before time t is finite a.s., and this number
obviously is an upper bound for the generation of all fragments with size greater than
ε. �
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2.2 Malthusian hypotheses and the intrinsic martingale

The purpose of this section is to introduce the so-called intrinsic martingale which is
naturally induced by the tree representation of fragmentations. This martingale will play
a crucial role when we investigate the asymptotic behavior of self-similar fragmentation
chains.

We start by introducing the notation

p := inf

{
p > 0 :

∫
S↓

∞∑
i=1

spi ν(ds) <∞

}
(16)

(with the convention inf ∅ =∞) and then for every p > p

κ(p) :=

∫
S↓

(
1−

∞∑
i=1

spi

)
ν(ds) . (17)

Note that κ is always a continuous strictly increasing function on ]p,∞[; κ(p+) may be
finite or equal to −∞. We stress that κ and p depend on the dislocation measure ν but
not on the parameter of self-similarity α. Let us discuss a couple of examples:

First, recall that for the so-called Poissonian rain introduced in Section 1.1.3, the
dislocation measure is the law of (1 − V, V, 0, . . .) where V is a uniform random variable
on [0, 1/2]. One readily finds that p = 0 and κ(p) = (p− 1)/(p+ 1).

Second, consider the so-called uniform stick-breaking scheme (see the forthcoming
Corollary ?? for much more on this). That is, cut the unit interval at a uniformly
distributed random variable, keep the left portion, cut the right one at an independent
uniformly distributed random variable, keep the left portion, and so on. The sequence of
the lengths of the resulting intervals (ordered from the left to the right) is thus U1, (1 −
U1)U2, (1− U1)(1− U2)U3, . . ., where U1, U2, . . . are i.i.d. uniform variables; in particular
the p-th moment of the k-th length is thus (1 + p)−k. When the distribution of the
sequence of the lengths ranked in decreasing order is used as the dislocation measure ν of
some fragmentation chain, we get that p = 0 and κ(p) = 1− 1/p for p > 0.

We now make the fundamental:

Malthusian Hypotheses. There exists a (unique) solution p∗ ≥ p to the equation

κ(p∗) = 0 ,

which is called the Malthusian exponent. Furthermore the integral∫
S↓

(
∞∑
i=1

sp
∗

i

)p

ν(ds) ,

is finite for some p > 1.

Throughout the rest of this chapter, the Malthusian hypotheses will always be taken for
granted.

In order to claim one of the basic results in this setting, it will be convenient to call
by the name extinction the event that for some large enough n ∈ N, all nodes u at the
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n-th generation have zero size, and by the name non-extinction the complementary event.
Clearly, extinction may occur if and only if ν(s1 = 0) > 0 (i.e. a particle may disappear
entirely after a dislocation). Moreover it follows from Proposition 3 that the number of
fragments with positive size at the n-th generation

#(n) := # {u ∈ U : |u| = n and ξu > 0} , n ∈ Z+

is a Galton-Watson process with reproduction law given by the distribution of max{i :
si > 0} under ν(·)/ν(S↓). Combining the inequality

∞∑
i=1

sp
∗

i ≤ #{i ∈ N : si > 0} , whenever 0 ≤ · · · ≤ s2 ≤ s1 ≤ 1

and the Malthusian hypotheses, we see that this Galton-Watson process is super-critical.
By a classical result, the probability of extinction is the unique solution p ∈ [0, 1[ to the
equation g(p) = p, where g is the moment generation function of the reproduction law.
To summarize, the probability of non-extinction is always strictly positive, and equals one
if and only if ν(s1 = 0) = 0.

For the sake of simplicity, we henceforth work under P = P1, that is we assume that
at the initial time there is a single fragment with size 1. Recall that this does not induce
any significant loss of generality. We may now state.

Theorem 1 The process

Mn :=
∑
|u|=n

ξp
∗

u , n ∈ Z+

is a martingale which is bounded in Lp for some p > 1, and in particular is uniformly
integrable. Moreover, the terminal value M∞ is strictly positive a.s. conditionally on
non-extinction.

Later in the text, we will refer to (Mn, n ∈ Z+) as the intrinsic martingale. Observe that
in the important case when dislocations are conservative, in the sense that

∑∞
i=1 si = 1,

ν(ds)-a.e., then the Malthusian hypotheses are automatically fulfilled with p∗ = 1; further
Mn = 1 for all n ∈ Z+, and the statement in Theorem 1 is trivial.

Proof Denote by Gn the sigma field generated by (ξu, |u| ≤ n), so (Gn) is a filtration. It
should be plain from the description of the dynamics of the random marks in Proposition
3 that for every q > p,

E

 ∑
|u|=n+1

ξqu | Gn

 = E

∑
|v|=n

ξqv

∞∑
i=1

ξ̃qvi | Gn

 = c(q)
∑
|v|=n

ξqv

where

c(q) =

∫
S↓

∞∑
i=1

sqiν(ds)/ν(S↓) = 1− κ(q)/ν(S↓) .

In particular for the Malthusian exponent q = p∗, one has c(p∗) = 1 and the martingale
property is proven.

In order to establish the boundedness of the martingale in Lp(P), we shall use the
following well-known consequence of the Burkholder-Davis-Gundy inequalities (see for
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instance [57]). For every p ∈]1, 2], there exists a universal constant cp > 0 such that for
every martingale (Mn, n ∈ Z+) with M0 = 0, there is the inequality

E
(

sup
n
|Mn|p

)
≤ cpE

(
∞∑
n=0

|Mn+1 −Mn|p
)
.

In particular, if (βi, i ∈ N) is a sequence of independent centered variables, then

E

(∣∣∣∣∣
∞∑
i=1

βi

∣∣∣∣∣
p)
≤ cp

∞∑
i=1

E (|βi|p) , (18)

in the sense that whenever the right-hand side is finite, the series in the left-hand side
converges a.s. and inequality (18) holds.

So all that we need is to check that the sum of the jumps of the intrinsic martingale
raised to some power p ∈]1, 2] has a finite mean, that is

E

(
∞∑
n=0

|Mn+1 −Mn|p
)
< ∞ . (19)

It this direction, we use Proposition 3 and express the n-th jump in the form

Mn+1 −Mn =
∑
|u|=n

ξp∗u

((
∞∑
j=1

ξ̃p
∗

u,j

)
− 1

)

where (ξ̃u,·, |u| = n) is a family of i.i.d. variables with the law ν(·)/ν(S↓), which is
independent of Gn. We raise this quantity to the power p > 1 and then take the condi-
tional expectation given Gn. By definition of the Malthusian exponent p∗, the variables(∑∞

j=1 ξ̃
p∗

u,j

)
− 1 are centered, so inequality (18) yields

E (|Mn+1 −Mn|p | Gn) ≤ cpb
∑
|u|=n

ξp
∗p
u

where

b :=

∫
S↓

∣∣∣∣∣1−
∞∑
i=1

sp
∗

i

∣∣∣∣∣
p

ν(ds)/ν(S↓)

is some finite constant, thanks to the second condition of the Malthusian hypotheses.

Now we know from the first part of the proof that

E

∑
|u|=n

ξp
∗p
u

 = c(p∗p)n =
(
1− κ(pp∗)/ν(S↓)

)n
.

Since p∗p > p∗ (because p∗ > 0) and κ is strictly increasing, κ(p∗p) > 0 and thus c(p∗p) <
1. This yields (19) and completes the proof of the first part of the statement.

Finally, let us now check that M∞ > 0 a.s. conditionally on non-extinction. Write
% = P (M∞ = 0); the fact that E (M∞) = 1 ensures that % < 1. On the other hand, an
application of the branching property yields

E
(
%#(n)

)
= % ,
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where #(n) is the number of fragments with positive size at the n-th generation. Clearly
(#(n), n ∈ Z+) is a Galton-Watson process and it follows that % is its probability of
extinction. Since M∞ = 0 on extinction, the two events coincide a.s. �

The terminal valueM∞ of the intrinsic martingale will appear in many limit theorems
for the fragmentation. In general its distribution is not known explicitly. However, it is
straightforward from the branching property that there is the identity in law

M∞
(d)
=

∞∑
j=1

ξp
∗

j M(j)
∞ (20)

where ξ = (ξj, j ∈ N) has the law ν(·)/ν(S↓), and M(j)
∞ are independent copies of M∞,

also independent of ξ. It is known that under fairly general conditions, such an equation
characterizes the lawM∞ uniquely, see for example [66, 59]. We also refer to Liu [58] for
information of the tail behavior of the solution.

The intrinsic martingale Mn is indexed by the generations; it will also be convenient
to consider its analog in continuous time, that is

M(t) :=
∞∑
i=1

Xp∗

i (t) =
∑
u∈U

11{t∈Iu}ξ
p∗

u , t ≥ 0 ,

where in the right-hand side, Iu denotes the life-interval of the particle indexed by the
node u. It is straightforward to check that when the index of self-similarity is positive,
(M(t), t ≥ 0) is again a martingale in the natural filtration (Ft)t≥0 of the fragmentation
(X(t), t ≥ 0); and more precisely, we have the following.

Proposition 5 Assume that the index of self-similarity α is non-negative. Then

M(t) = E (M∞ | Ft) ,

where M∞ is the terminal value of the intrinsic martingale (Mn, n ∈ N), and (Ft)t≥0

the natural filtration of (X(t), t ≥ 0). In particular M(t) converges in Lp(P) to M∞ for
some p > 1.

Proof We know that Mn converges in Lp(P) to M∞ as n tends to ∞, so

E (M∞ | Ft) = lim
n→∞

E (Mn | Ft) .

On the other hand, it is easy to deduce from the Markov property applied at time t that

E (Mn | Ft) =
∞∑
i=1

Xp∗

i (t)11{G(Xi(t))≤n} +
∑
|u|=n

ξp
∗

u 11{au+ζu<t} ,

where G(x) stands for the generation of the particle x (i.e. G(ξu) = |u|), and au + ζu
is the instant when the particle corresponding to the node u splits. We can express the
latter quantity in the form

au + ζu = x0e0 + x−α1 e1 + · · ·+ x−α|u| e|u|
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where e0, . . . is a sequence of independent exponential variables with parameter ν(S↓),
which is also independent of ξu, and xi stands for the size of particle labeled by the
ancestor of u at the i-th generation. When the index of self-similarity is non-negative,
x−αi ≥ 1 and hence for each fixed node u ∈ U , au + ζu is bounded from below by the sum
of |u|+ 1 independent exponential variables with parameter ν(S↓) which are independent
of ξu. It follows that

lim
n→∞

E

∑
|u|=n

ξp
∗

u 11{au+ζu<t}

 = 0 ,

and we conclude that E (M∞ | Ft) =M(t). �

We stress that the statement fails when α < 0; more precisely we shall see in Section
1.3 that then M(t) = 0 whenever t is sufficiently large.

2.3 A randomly tagged branch

Throughout this section, we shall implicitly suppose for simplicity that the fragmentation
starts from a single fragment with unit size, that is we shall work under P = P1. Our
purpose is to introduce a fundamental tool which enables explicit calculations for the first
moment of certain functionals of the fragmentation. Informally, the idea is to follow the
evolution of a fragment picked at random; one of the issues being of course to specify the
meaning of ‘picking a fragment at random’.

In this direction, let us say that a branch of the genealogical tree U is an infinite
sequence of positive integers b = (i1, . . .), which we can think of as the line of ancestors
of some leaf of the tree, in the sense that for each n, we associate to b its ancestor
bn := (i1, . . . , in) at the generation n. Following an original idea developed by Lyons,
Pemantle and Peres [61], we shall enrich the probabilistic structure by distinguishing at
random a branch, called the tagged branch.

Specifically, we consider a pair (M,β) where M : U → [0, 1] × R+ × R+ is a random
mark on the genealogical tree and β is a random branch of U , whose joint distribution
denoted by P∗ is specified as follows. Let Hn stand for the space of bounded functionals
Φ which depend on the mark M and the branch β only up to the n-th generation, that is
such that Φ(M,β) = Φ(M ′, β′) if βn = β′n and M(u) = M ′(u) whenever |u| ≤ n. For such
functionals, it will be convenient to use the slightly abusing notation Φ(M,β) = Φ(M,βn).
It is immediately seen from the dynamics of the random mark M described in Proposition
3 and the definition of the Malthusian exponent that
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E

∑
|u|=n

Φ(M,u)ξp∗u

 = E

∑
|u|=n

Φ(M,u)ξp∗u

∞∑
i=1

ξ̃p
∗

ui


= E

 ∑
|v|=n+1

Φ(M, v)ξp∗v

 ,

for every Φ ∈ Hn. By Kolmogorov’s consistency theorem, this allows us to define unam-
biguously a probability measure P∗ viewed as the joint distribution of a random mark M
and a random branch β by

E∗ (Φ(M,β)) = E

∑
|u|=n

Φ(M,u)ξp∗u

 , Φ ∈ Hn. (21)

Note that since the intrinsic martingale (Mn, n ∈ Z+) is uniformly integrable (cf. The-
orem 1), the first marginal of P∗ is absolutely continuous with respect to the law of the
random mark M under P, with density M∞.

The sizes of particles on the tagged branch will play an important role in the analysis
of fragmentation chains. More precisely, recall that aβn and ζβn denote respectively the
birth-time and lifetime of the particle labeled by tagged node βn (i.e. βn is the node of
the tagged branch at the n-th generation). We write χn = ξβn for the size of the particle
corresponding to the node βn, and χ(t) for the size of the tagged particle alive at time t,
that is to say

χ(t) = χn if aβn ≤ t < aβn + ζβn ,

and
χ(t) = 0 if t ≥ aβ∞ := lim

n→∞
aβn .

In this direction, we make the easy observation that aβ∞ =∞ P∗-a.s. when the index of
self-similarity α is non-negative (whereas aβ∞ < ∞ P∗-a.s. when α < 0 as we shall see
later on).

The following lemma shows that the first moment of additive functionals of the frag-
mentation are easily expressed in terms of the tagged particle.

Lemma 4 Let f : R+ → R+ be a measurable function. Then we have for every n ∈ N

E∗ (f(χn)) = E

∑
|u|=n

ξp
∗

u f(ξu)

 .

Moreover, if f(0) = 0, then for every t ≥ 0

E∗ (f(χ(t))) = E

(
∞∑
i=1

Xp∗

i (t)f(Xi(t))

)
.

Proof The identity (21) yields the first formula. The second also derives readily from
(21) by conditioning on the generation γ(t) of the tagged particle at time t. Indeed, we

23



have

E∗ (f(χ(t))) = E∗
(
∞∑
n=0

f(χn)11{γ(t)=n}

)

=
∞∑
n=0

E∗
(
f(χn)11{aβn≤t<aβn+ζβn}

)
=

∞∑
n=0

E

∑
|u|=n

f(ξu)ξ
p∗

u 11{au≤t<au+ζu}


= E

(
∞∑
i=1

Xp∗

i (t)f(Xi(t))

)
,

where the last identity stems from Proposition 4. �

Lemma 4 will be useful for computing first moments for fragmentations in combination
with the following proposition.

Proposition 6 Under P∗,

Sn := − lnχn , n ∈ Z+

is a random walk on R+ with step distribution

P (lnχn − lnχn+1 ∈ dy) = ν̃(dy)/ν(S↓) ,

where the finite measure ν̃ is defined by∫
]0,∞[

f(y)ν̃(dy) =

∫
S↓

(
∞∑
i=1

xp
∗

i f (− lnxi)

)
ν(dx) .

Equivalently, the Laplace transform of the step distribution is given by

E∗
(
e−pS1

)
= E∗ (χp1) = 1− κ(p+ p∗)/ν(S↓) , p ≥ 0 .

Moreover, conditionally on (χn, n ∈ Z+) the sequence of the lifetimes (ζβ0 , ζβ1 , . . .)
along the tagged branch is a sequence of independent exponential variables with respective
parameters χα0ν(S↓), χα1ν(S↓), . . .

Proof Consider a functional Φ ∈ Hn. We see from (21) that for every q ≥ 0

E∗ (exp(−q(Sn+1 − Sn))Φ(M,β)) = E∗
(
χqn+1χ

−q
n Φ(M,β)

)
= E

∑
|u|=n

∞∑
i=1

ξ̃qui(ξuξ̃ui)
p∗Φ(M,u)

 ,

where each (ξ̃ui)i∈N is a random variable in S↓ with law ν(·)/ν(S↓), which is independent
of Φ(M,u). This shows that under P∗, Sn is a random walk with step distribution given
by

E∗(f(S1)) =

∫
S↓

(
∞∑
i=1

f(− ln si)s
p∗

i

)
ν(ds)

ν(S↓)
,
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and thus establishes the first claim. The second is obvious. �

In particular, in the so-called homogeneous case when the index of self-similarity is
α = 0, Proposition 6 shows that the size of the tagged particle (χ(t), t ≥ 0) can be
expressed in the form χ(t) = exp(−ηt), where

ηt = S ◦Nt , t ≥ 0 ,

with N a Poisson process with parameter ν(S↓) which is independent of the random walk
S. In other words, the tagged particle is the exponential of the opposite of the η = S ◦N .

In the case α 6= 0, the process (χ(t), t ≥ 0) is Markovian and enjoys an obvious scaling
property. More precisely, an immediate check can be made that it can be expressed in
the form

χ(t) = exp(−ητ(t)) , t ≥ 0 ,

where η is the compound Poisson defined above and τ the time-change given as the inverse
of the functional

t→
∫ t

0

exp(αηs)ds .

Such transformations of compound Poisson processes, and more generally of Lévy pro-
cesses, were first considered by Lamperti [55], as the fundamental representation of self-
similar Markov processes on ]0,∞[. We stress that the time-change τ(t) is finite for all
t ≥ 0 when α ≥ 0, whereas when α < 0,

τ(t) <∞⇐⇒ t < I :=

∫ ∞
0

exp(αηs)ds ,

and then
χ(t) = 0 whenever t ≥ I .

More precisely, I <∞ a.s. when α < 0, and this random variable has the same distribu-
tion as aβ∞ , the limit of the birth-time aβn of the tagged particle at the n-th generation
as n→∞.

These observations enable us in particular to compute the moments of power sums of
self-similar fragmentations.

Proposition 7 We have for every p ≥ p∗ and t ≥ 0:

(i) in the homogeneous case α = 0,

E

(
∞∑
i=1

Xp
i (t)

)
= E∗(χ(t)p−p

∗
) = exp(−tκ(p)) ,

(ii) in the case α > 0 when the index of self-similarity is positive,

E

(
∞∑
i=1

Xp
i (t)

)
= E∗(χ(t)p−p

∗
) =

∞∑
n=0

(−t)n

n!
Γ(n, p) ,

where Γ(0, p) = 1 and for n ≥ 1

Γ(n, p) =
n−1∏
k=0

κ(p+ αk) .
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Proof (i) Thanks to Proposition 6, we have whenever p+ p∗ > p that

E∗(χ(t)p) = E∗(exp(−pSNt))

= exp(−tν(S↓))
∞∑
k=0

(tν(S↓))k

k!

(∫
e−pyν̃(dy)/ν(S↓)

)k
= exp(−tκ(p+ p∗)) .

In other words, the so-called Laplace exponent of the compound Poisson process S◦N = η
is κ(p∗ + ·), and this characterizes its law. The stated formula now derives from Lemma
4.

(ii) We start by observing from Lemma 4 that for every sufficiently large p∫ ∞
0

E

(
∞∑
i=1

Xp+p∗

i (t)

)
dt =

∫ ∞
0

E∗ (χ(t)p) dt

= E∗
(∫ ∞

0

exp(−pητ(t))dt

)
= E∗

(∫ ∞
0

exp(−(p− α)ηt)dt

)
=

∫ ∞
0

exp(−tκ(p∗ + p− α))dt

= 1/κ(p∗ + p− α) ,

where the fourth equality stems from (i). Next, we apply the self-similarity and branching
properties of the fragmentation to see that for every t ≥ 0

E

(∫ ∞
t

ds
∞∑
i=1

Xp
i (s)

)
= E

(
∞∑
i=1

Xp−α
i (t)

)
E

(∫ ∞
0

ds
∞∑
i=1

Xp
i (s)

)

= E

(
∞∑
i=1

Xp−α
i (t)

)
/κ(p− α) ,

where the second equality follows from the identity above. Taking the derivative in the
variable t, we arrive at

d

dt
E

(
∞∑
i=1

Xp−α
i (t)

)
= −κ(p− α)E

(
∞∑
i=1

Xp
i (t)

)
.

This equation implies that whenever p > p∗, the function t → E (
∑∞

i=1X
p
i (t)) is com-

pletely monotone, and thus, by Bernstein’s theorem, can be expressed as the Laplace
transform of some measure µ on R+:

E

(
∞∑
i=1

Xp
i (t)

)
=

∫
R+

e−txµ(dx) .

More precisely, as the moments of µ can be recovered from the derivatives of its Laplace
transform, we get ∫

R+

xkµ(dx) = κ(p) . . . κ(p+ (k − 1)α) .
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By the series expansion of e−tx, we finally arrive at the expression

E

(
∞∑
i=1

Xp
i (t)

)
=

∞∑
k=0

(−t)k

k!

∫
R+

xkµ(dx)

which yields the desired formula. �

As a check, it may be interesting to recover the formulas in Proposition 7 using the ex-
pression (15) for the infinitesimal generator of the fragmentation chain applied to additive
functionals and the backward equation.

3 Extinction and formation of dust for α < 0

In this section, we shall again implicitly assume that at the initial time, the fragmentation
chain starts from a single particle with unit size. The purpose of this section is to point
to the following phenomenon. Under a natural and fairly general assumption, any self-
similar fragmentation with a negative index of self-similarity almost surely reaches the
absorbing state (0, 0, . . .) at a finite time (see Proposition 8 below). In the situation where
the dislocation measure is conservative, that is when each time a particle splits, the sum
of the sizes of the children particles is the same as the size of their parent, it is convenient
to think of the size of a particle as a mass. So, when the index of self-similarity is negative,
even if the dislocation measure is conservative, the initial mass is eventually reduced to
dust (i.e. fragments of infinitesimal mass), and in the final section, we will investigate the
phenomenon of formation of dust as time passes.

3.1 Extinction

Intuitively, when the index of self-similarity is negative, fragments with small sizes are
subject to high splitting rates, and this makes them vanish entirely quickly. To make a
rigorous statement, we shall suppose throughout this section that∫

S↓
# {i ∈ N : si = 1} ν(ds)/ν(S↓) < 1 . (22)

To explain the role of this condition, observe that the process # {i ∈ N : Xi(t) = 1} that
counts the number of fragments with unit size as time passes, is a branching process in
continuous time, and (22) amounts to assuming that this branching process is sub-critical
so that it becomes extinct a.s. Plainly, in the super-critical situation where∫

S↓
# {i ∈ N : si = 1} ν(ds)/ν(S↓) > 1 ,

this branching process has a positive probability of surviving forever, which clearly would
impede the extinction of the fragmentation.

Proposition 8 Let (22) be fulfilled. Then the following assertions hold with probability
one:

(i) For α < 0, X(t) = (0, . . .) for all sufficiently large t.
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(ii) When κ(−α) > 0, for almost every t > 0

# {j ∈ N : Xj(t) > 0} < ∞ .

We stress that in general, no matter what the value of α is, there may exist random
instants t at which

# {j ∈ N : Xj(t) > 0} = ∞ .

For instance when the dislocation measure fulfills

ν (xj = 0 for some j ∈ N) = 0 ,

then with probability one, each dislocation in the fragmentation produces infinitely many
terms. This does not induce any contradiction with Proposition 8 (ii) when κ(−α) > 0,
because informally, as the index of self-similarity is negative, we know that fragments
with small size vanish quickly.

Proof Recall that {ξu, |u| = k} denotes the set of particles at the k-th generation. We
get from Lemma 4 and Proposition 6 that

E

∑
|u|=k

|ξu|p
 = γ(p)k , (23)

where

γ(p) =

∫
S↓

∞∑
i=1

spi ν(ds)/ν(S↓) =
ν(S↓)− κ(p)

ν(S↓)
.

By monotone convergence, (22) yields

lim
p→∞

κ(p) =

∫
S↓

(1−#{i ∈ N : si = 1}) ν(ds) > 0 .

This enables us to choose p sufficiently large such that κ(p) > 0, that is such that γ(p) < 1.
In particular, the series

∞∑
k=1

∑
|u|=k

|ξu|p

has a finite mean and thus converges a.s., and a fortiori

lim
k→∞

max
|u|=k
|ξu| = 0 . (24)

Now suppose for simplicity that ν(S↓) = 1, pick a > 0 arbitrary and consider the
event that for some generation k, there exists at least one particle ξu, |u| = k, with
lifetime ζu > a/k2. Because each particle with size x has a lifetime which is exponentially
distributed with parameter xα, the probability of this event can be bounded from above
by

∞∑
k=1

E

∑
|u|=k

exp
(
−ak−2|ξu|α

) ≤ cpa
−p

∞∑
k=1

k2pE

∑
|u|=k

|ξu|−αp
 ,
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where cp is some constant which depends only on p. Now use (23) and take p sufficiently
large, so that the right-hand side can be bounded from above by c′pa

−p, where c′p is some
constant which depends only on p and ν.

We see that provided that a is chosen large enough, the probability that for all k there
are no particles of the k-th generation alive at time

t := ζ∅ + a
∞∑
k=1

k−2 ,

can be made as close to 1 as we wish. Recalling (24), this completes the proof of (i).

Next, suppose κ(−α) > 0. In this situation, we have by (23) that

E

(∑
u∈U

ζu

)
= E

 ∞∑
k=0

∑
|u|=k

ξ−αu

 < ∞ .

So, if Iu denotes the time-interval during which the particle with label u is alive (so the
length of Iu is the lifetime ζu of this particle), we have

E

(∫ ∞
0

dt
∑
u∈U

11{t∈Iu}

)
= E

(∑
u∈U

ζu

)
< ∞ ,

which implies that for almost every t ≥ 0, there are only finitely many particles alive at
time t. �

It would be interesting to have information on the distribution of the extinction time

T := inf {t ≥ 0 : X(t) = (0, 0, . . .)} ,

however, it does not seem possible to express this law in a closed form. Nonetheless,
we point out that an application of the branching property at the first dislocation (cf.
Proposition 3) yields the identity in distribution

T
(d)
= e + max

j∈N
ξ−αj Tj , (25)

where e is a standard exponential variable, (ξj, j ∈ N) is distributed according to ν(·)/ν(S↓),
(Tj, j ∈ N) is a sequence of independent copies of T , and e, (ξj, j ∈ N) and (Tj, j ∈ N)
are independent. We refer to [2] for a survey of this type of equation in distribution.

3.2 Formation of dust

In this section, we focus on the case when the dislocation measure is conservative, that is
when

ν

(
∞∑
i=1

si 6= 1

)
= 0 . (26)

It is easy to deduce by iteration that for every n ∈ N, the total mass of particles at the
n-th generation is conserved, that is∑

|u|=n

ξu = 1 , a.s.
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Turning our interest to the total mass of particles at time t, we introduce the quantity

D(t) := 1−
∞∑
n=1

Xi(t) ,

which can be viewed as the total mass of dust, that is of infinitesimal particles at time
t. One could be tempted to believe that the assumption (26) would yield D ≡ 0; indeed
the argument in the proof of Proposition 5 shows that this holds when the index of self-
similarity of the fragmentation is non-negative. However, Proposition 8 shows that for
negative indices of self-similarity, D reaches 1 at a finite time a.s.

Furthermore, one readily sees that the process D increases and has right-continuous
paths a.s. Indeed, let us fix ε > 0 and write for every t ≥ 0

Dε(t) := 1−
∞∑
i=1

Xi(t)11{Xi(t)>ε} .

So Dε(t) is a functional of the Markov chain ϕε(X(t)), where ϕε : S↓ → S↓ is the thresh-
old operator which consists in removing fragments with size less than or equal to ε (cf.
Section 1.1.3). It is immediately seen that the process Dε(·) is increasing with right-
continuous paths, and, by monotone convergence, that it decreases to D(·) when ε ↓ 0. As
a consequence, the process D(·) increases. Moreover, for every t ≥ 0 we have

D(t+) := lim
s↓t

D(s) = inf
s>t

inf
ε>0

Dε(s) ,

and we can rewrite the right-hand side as

inf
ε>0

inf
s>t

Dε(s) = lim
ε→0

Dε(t) = D(t) ,

which shows that D(·) is right-continuous. The following proposition gathers a couple of
simple observations on this phenomenon of formation of dust.

Proposition 9 Suppose (26) holds and α < 0. The following assertions hold with prob-
ability one:

(i) D is a continuous increasing process which reaches 1 in finite time.

(ii) If #(t) := # {i ∈ N : Xi(t) > 0} denotes the number of fragments with positive mass
at time t, then ∫ ∞

0

11{#(t)<∞}dD(t) = 0 .

This statement again reflects the fact that, informally, dislocations occur faster and faster
as time passes. Observe that it implies that almost-surely, there exist uncountable many
times at which there are infinitely many fragments with positive size, which may be rather
surprising (for instance in the case when dislocations are binary, that is produce exactly
two fragments; see also Proposition 8).

Proof (i) We have already seen that D has right-continuous increasing paths that reach 1
a.s.; let us check the absence of jumps. In this direction, it is convenient to write ∂U = NN

for the boundary of the genealogical tree, that is the set of infinite sequences of integers.
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An element ` ∈ ∂U can be thought of as a leaf of the tree, and can also be identified with
the branch connecting ` to the root ∅. For every `, `′ ∈ ∂U , we can define the distance
d(`, `′) = 2−g(`,`

′), where g(`, `′) is the generation of the last common ancestor of ` and `′

(i.e. the sequences ` and `′ coincide up to the g(`, `′)-th term and then differ).

We can use the random mark on U to define the length of the branch connecting a
leaf ` to the root as

λ(`) :=
∞∑
n=0

ζ`n ,

where `n is the node of the branch at the n-th generation (i.e. the sequence of the n
first terms of `), and ζun the lifetime of the fragment labeled by un. We stress that with
probability one, λ(`) <∞ for all leaves ` ∈ ∂U , see the proof of Proposition 8(i). On the
other hand, the fact that dislocations preserve masses also enables us to endow ∂U with
a natural (random) probability measure π: given a leaf ` ∈ ∂U and an integer n ∈ N, the
ball B(`, 2−n) centered at ` with radius 2−n consists in the set of leaves `′ that have the
same ancestor `n ∈ Nn as ` at generation n, and we set π(B(`, 2−n)) = ξ`n , where ξ`n is
the size of the fragment with label `n.

Recall from Proposition 4 that

∞∑
n=1

Xi(t) =
∑
u∈U

ξu11{t∈Iu}

where Iu stands for the life-interval of the fragment labeled by u, and observe that in this
setting the right-hand side can be expressed as π({λ(`) > t}). Thus there is the identity

D(t) = π({λ(`) ≤ t}) , (27)

and all that is needed now is to check that P-a.s.

π ⊗ π ({`, `′ ∈ ∂U : λ(`′) = λ(`)}) = 0 . (28)

Given the mark on the genealogical tree induced by the fragmentation, let us pick a leaf
L at random by the same procedure as for the randomly tagged branch in Section 1.2.3.
The ancestor L0 of L at generation 0 is ∅, and for every n ∈ N, given the ancestor Ln−1

of L at generation n− 1, the ancestor Ln at generation n is chosen at random among the
children of Ln−1 with probability proportional to their sizes (i.e. by size-biased sampling).
It should be plain from this construction that L has law π. Next pick a second leaf L′ at
random, independently of the first, and according to the same procedure, so that given
the marks, L and L′ are two independent variables distributed according to π. On the one
hand, it follows from (24) that the random measure π has no atoms, that is it does not
charge {`} for any ` ∈ ∂U , so π(L = L′) = 0. Now by conditioning on the last common
ancestor of L and L′, we see that the lengths λ(L) and λ(L′) are different π-a.s., which
establishes (28).

(ii) As above, we work with a leaf L picked at random according to π, and write
Ln for the ancestor of L at generation n. For each n ∈ N, consider the event Λn that
among the nodes at the n-th generation with parent Ln−1 (i.e. the brothers of Ln), at
least one of them has a lifetime which is larger than the distance from Ln to L. Observe
that, by construction, the fragment corresponding to such a node is alive at time λ(L),
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and that its size cannot be zero, as nodes with zero size have lifetime ζ = 0. From the
description of the dynamics of the random marks in Proposition 3, it is readily seen that
the probability of Λn is bounded away from 0 as n→∞, and then, by Kolmogorov’s 0-1
law, that lim sup Λn has probability 1. This shows that at time λ(L), there are infinitely
many fragments with positive size, and by (27), this completes the proof. �

4 Some strong laws for α ≥ 0

In this section, we consider the asymptotic behavior of self-similar fragmentation chains,
and shall establish some strong limit theorems for (a weighted version of) the empirical
distribution of the fragments. Again, for the sake of simplicity, we assume implicitly that
at the initial time the process starts from a single fragment with unit size; the general
case follows easily. The approach relies crucially on an extension of the classical law of
large numbers that we now present.

4.1 A variation of the law of large numbers

To start with, let us specify the setting. For each t ≥ 0, let λ(t) = (λi(t), i ∈ N) be a
sequence of non-negative random variables such that for some fixed p > 1

sup
t≥0

E

((
∞∑
i=1

λi(t)

)p)
<∞ and lim

t→∞
E

(
∞∑
i=1

λpi (t)

)
= 0 .

Let also (Yi(t), i ∈ N) be a sequence of random variables which are independent condition-
ally on λ(t). Finally, assume there is a sequence (Ȳi, i ∈ N) of independent and identically
distributed variables in Lp(P), which is independent of λ(t) for each fixed t, and such that
|Yi(t)| ≤ Ȳi for all i ∈ N and t ≥ 0. We can now state:

Lemma 5 Under the preceding assumptions,

lim
t→∞

∞∑
i=1

λi(t)(Yi(t)− E(Yi(t) | λ(t))) = 0 in Lp(P).

Before establishing this result, let us make the connection with the classical law of large
numbers. Let (Yi, i ∈ N) be a sequence of i.i.d. variables with a finite p-th moment.
We set Yi(t) = Yi for all t, and λi(t) = 1/t if i ≤ t and λi(t) = 0 otherwise. Then the
assumptions above are clearly fulfilled, and an application of Lemma 5 gives

lim
t→∞

1

t

[t]∑
i=1

(Yi − E(Yi)) = 0 in Lp(P),

or equivalently limn→∞ n
−1
∑n

i=1 Yi = E(Y1) in Lp(P).
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Proof Let a > 0 be an arbitrarily large real number. Introduce for every i ∈ N and t ≥ 0
the truncated variables Yi(t, a) = 11{|Yi(t)|<a}Yi(t). To start with, there is the upper bound∣∣∣∣∣

∞∑
i=1

λi(t)(Yi(t)− E(Yi(t) | λ(t)))

∣∣∣∣∣ ≤
∣∣∣∣∣
∞∑
i=1

λi(t)(Yi(t)− Yi(t, a))

∣∣∣∣∣
+

∣∣∣∣∣
∞∑
i=1

λi(t)(Yi(t, a)− E(Yi(t, a) | λ(t)))

∣∣∣∣∣
+

∣∣∣∣∣
∞∑
i=1

λi(t)E(Yi(t, a)− Yi(t) | λ(t))

∣∣∣∣∣ .
Consider the first series in the right-hand side. The bounds |Yi(t)−Yi(t, a)| ≤ 11{Ȳi>a}Ȳi

and the independence of (Ȳi, i ∈ N) and λ(t) yield

E

(∣∣∣∣∣
∞∑
i=1

λi(t)(Yi(t)− Yi(t, a))

∣∣∣∣∣
p)
≤ E(11{Ȳ1>a}Ȳ

p
1 )E

((
∞∑
i=1

λi(t)

)p)
,

and the latter quantity converges to 0 as a→∞, uniformly for t ≥ 0. The same argument
also shows that

lim
a→∞

sup
t≥0

E

(∣∣∣∣∣
∞∑
i=1

λi(t)E (Yi(t)− Yi(t, a) | λ(t))

∣∣∣∣∣
p)

= 0.

Finally, conditionally on λ(t), the variables Yi(t, a) − E(Yi(t, a) | λ(t)) are centered,
independent, and bounded in absolute value by a. Thus, conditionally on λ(t),

n∑
i=1

λi(t)(Yi(t, a)− E(Yi(t, a)) | λ(t)) , n ∈ N

is a martingale bounded in Lp and there exists a universal constant cp such that

E

(∣∣∣∣∣
∞∑
i=1

λi(t)(Yi(t, a)− E(Yi(t, a) | λ(t))

∣∣∣∣∣
p

| λ(t)

)
≤ cpa

p

∞∑
i=1

λpi (t) .

Our assumptions ensure that the latter quantity converges to 0 as t→∞ in L1(P), so
putting the pieces together this completes the proof of the statement. �

Let us now explain how we shall apply Lemma 5 in the rest of this section. We shall
be interested in limit theorems involving functionals of the fragmentation of the type

A(t) :=
∞∑
i=1

Xp∗

i (t)g(Xi(t), t) ,

where p∗ is the Malthusian exponent and g a certain measurable function. The first
step of the analysis consists in considering this functional at time t+ s and applying the
branching property of the fragmentation at time t. This yields an expression of the form

A(t+ s) =
∞∑
k=1

λk(t)Yk(t, s)
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where λk(t) = Xp∗

k (t) and Yk(t, s) is a quantity depending of the fragmentation started at
time t from a single particle with size Xk(t). More precisely, writing X̃ for the latter, we
have

Yk(t, s) =
∞∑
j=1

X̃p∗

j (s)

Xp∗

k (t)
g(X̃j(s), t+ s) .

We then use Lemma 5 to reduce the study of the asymptotic behavior of the latter quantity
as both t, s→∞ to that of

∞∑
k=1

λk(t)E(Yk(t, s) | Xk(t)) .

Essentially, this reduction amounts to getting estimates for the first moment of additive
functionals of the fragmentation, which are then obtained by limit theorems for the tagged
particle (cf. Section 1.2.3). Roughly speaking, one shows that E(Yk(t, s) | Xk(t)) ∼ c as
s, t → ∞ for some constant c depending on g, so, using Proposition 5, we can conclude
that

A(t+ s) ∼ c
∞∑
k=1

λk(t) = c

∞∑
k=1

Xp∗

k (t) ∼ cM∞ .

Of course, one has to check carefully the estimates above, which is somewhat technical.

4.2 The homogeneous case (α = 0)

We suppose throughout this section that X = (X(t), t ≥ 0) is a homogeneous fragmen-
tation (i.e. the index of self-similarity is α = 0) for which the Malthusian hypotheses of
Theorem 1 hold. We are interested in the asymptotic behavior of the empirical distri-
bution of the fragments as time tends to infinity. The following pathwise limit theorem
extends a result due to Kolmogorov [50] in the conservative case, which seems to have
appeared in the very first probabilistic work on fragmentation. See also Asmussen and
Kaplan [4] for a closely related result.

Introduce the first and second right-derivatives of κ at the Malthusian exponent p∗,
which are given in terms of the dislocation measure by

κ′(p∗) = −
∫
S↓

(
∞∑
i=1

xp
∗

i lnxi

)
ν(dx) , κ′′(p∗) = −

∫
S↓

(
∞∑
i=1

xp
∗

i (lnxi)
2

)
ν(dx) .

Note that these quantities are finite since p∗ > p. Recall that M∞ denotes the terminal
value of the intrinsic martingale in Theorem 1.

Theorem 2 Let f : R→ R be a continuous bounded function.

(i) We have

lim
t→∞

∞∑
i=1

Xp∗

i (t)f(t−1 lnXi(t)) = M∞f(−κ′(p∗)) ,

in Lp(P) for some p > 1.
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(ii) Denote by N (0,−κ′′(p∗)) a centered Gaussian distribution with variance −κ′′(p∗).
Then

lim
t→∞

∞∑
i=1

Xp∗

i (t)f(t−1/2(lnXi(t) + κ′(p∗)t)) = M∞E(f(N (0,−κ′′(p∗))) ,

in Lp(P) for some p > 1.

Loosely speaking, the first part of the statement shows that most fragments decay expo-
nentially fast with rate κ′(p∗) as time tends to infinity, and the second part provides a
sharper estimate of the second order.

Proof We shall apply Lemma 5 in the following situation. Let f : R+ → [0, 1] be a
continuous function; we are interested in

∞∑
k=1

Xp∗

k (t+ t2)f
(
(t+ t2)−1 lnXk(t+ t2)

)
.

By an application of the Markov property at time t and self-similarity, we can re-express
this variable in the form

∞∑
i=1

λi(t)Yi(t)

where λi(t) = Xp∗

i (t) and

Yi(t) =
∞∑
j=1

Xp∗

ij (t2)f
(
(t+ t2)−1 ln(Xi(t)Xij(t

2))
)
,

withX1·, X2·, . . . a sequence of i.i.d. copies ofX which is independent ofX(t) = (X1(t), . . .).

It follows from Proposition 5 that the sequence (λi(t), i ∈ N) fulfills the requirement of
Lemma 5. Let us now consider the sequence (Yi(t), i ∈ N) conditionally on X(t). Plainly,
it is given by independent variables, each of which is bounded from above by

Ȳi := sup
s≥0

∞∑
j=1

Xp∗

ij (s) .

On the one hand, the Ȳi are clearly i.i.d. On the other hand, because
∑∞

j=1X
p∗

ij (s) is a
martingale which is bounded in Lp(P) for some p > 1, it follows from Doob’s inequality
that its overall supremum belongs to Lp(P).

Thus we may apply Lemma 5, which reduces the study to that of the asymptotic
behavior of

∞∑
i=1

λi(t)E(Yi(t) | X(t))

as t tends to ∞. In this direction, we thus compute the conditional expectation of Yi(t)
given X(t); we easily get on the event {Xi(t) = x} that

E(Yi(t) | X(t)) = E

(
∞∑
j=1

Xp∗

j (t2)f((t+ t2)−1(lnXj(t
2) + ln x))

)
.
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Now recall the notion of tagged particle (χ(t), t ≥ 0) in Section 1.2.3. In particular
we know from Lemma 4 that there is the identity

E

(
∞∑
j=1

Xp∗

j (t2)f((t+ t2)−1(lnXj(t
2) + ln x))

)
= E∗(f((t+ t2)−1(lnχ(t2) + ln x)).

Moreover, recall from Proposition 6 that the process of the logarithm of size of the tagged
particle is a compound Poisson process, − lnχ(t) = S(Nt), where S is a random walk
with step distribution ν̃(·)/ν(S↓) and N an independent Poisson process with parameter
ν(S↓). In particular, S(1) has finite mean κ′(p∗)/ν(S↓), and it follows from the law of
large numbers that

lim
t→∞

E∗(f((t+ t2)−1(lnχ(t2) + ln x)) = f(−κ′(p∗)) ,

where the limit is uniform in x such that, say, − lnx ≤ t3/2. On the other hand, using
again Lemma 4, we have

E

(
∞∑
i=1

Xp∗

i (t)11{− lnXi(t))>t3/2}

)
= P∗(− lnχ(t) > t3/2) ,

and the latter quantity tends to 0 as t→∞.

Recall from Proposition 5 that
∑∞

i=1 λi(t) converges to M∞ in Lp(P). Putting the
pieces together, we get that as t→∞

∞∑
i=1

λi(t)E(Yi(t) | X(t)) ∼ f(−κ′(p∗))
∞∑
i=1

λi(t) ∼M∞f(−κ′(p∗)) .

(ii) The proof is similar; the arguments above are easily adapted to reduce the proof
to asymptotics for the first moment

E∗(f(t−1/2(lnχ(t) + tκ′(p∗))) ,

where f is a continuous bounded function. We may then use the central limit theorem for
the compound random walk − lnχ(t) = S ◦Nt = ηt to show that the preceding quantity
converges to E(f(N (0,−κ′′(p∗)))) when t→∞. Details are left to the reader. �

4.3 The case α > 0

We now suppose throughout this section that X = (X(t), t ≥ 0) is a self-similar fragmen-
tation with index α > 0, with a dislocation measure ν. Again, we shall assume that the
Malthusian hypotheses of Theorem 1 hold and we will be interested in the asymptotic
behavior of the process as time tends to infinity. Because for positive indices of self-
similarity, small fragments split more slowly than large fragments, we may expect some
homogenization phenomenon.

We now state the main result of this section, which has been obtained first by Filippov
[38] in the conservative case. Its extension to non-conservative self-similar fragmentations
has been established recently by Bertoin and Gnedin [18] (see also the forthcoming Section
1.6 for further references related to this result). Roughly, it shows that most fragments
decay like t−1/α as time t tends to infinity, which contrasts with the exponential decay in
the homogeneous case (see Theorem 2).
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Theorem 3 Suppose that α > 0 and that the step distribution of the random walk Sn =
− lnχn is not arithmetic. Then for every bounded continuous function f : R+ → R

lim
t→∞

∞∑
i=1

Xp∗

i (t)f(t1/αXi(t)) = M∞

∫ ∞
0

f(y)ρ(dy) , in L1(P),

where M∞ is the terminal value of the intrinsic martingale and ρ is a deterministic
probability measure. More precisely, ρ is determined by the moments∫

]0,∞[

yαkρ(dy) =
(k − 1)!

ακ′(p∗)κ(p∗ + α) · · ·κ(p∗ + (k − 1)α)
for k ∈ N,

(with the usual convention that the right-hand side above equals 1/(ακ′(p∗)) for k = 1).

Before proving this result, let us consider a couple of examples. First, recall the Poissonian
rain model of Section 1.1.3, for which α = 1 and κ(p) = (p− 1)/(p+ 1). The dislocation
measure is conservative, so p∗ = 1 and the intrinsic martingale M is constant. We find∫

]0,∞[

ykρ(dy) =
(k − 1)!

1
2
× 1

3
× 2

4
× · · · × k−1

k+1

= (k + 1)! ,

and we conclude that ρ has density ρ(dy)/dy = ye−y, a result which can also be checked
directly by more elementary calculations for this specific case. More generally, for self-
similar fragmentation chains with index α > 0 and κ(p) = (p− 1)/(p + 1), one gets that
ρ is the distribution of Y 1/α where Y has the gamma(2/α) law; see [29].

Second, suppose that the dislocation measure ν is the distribution induced by the
uniform stick-breaking scheme as described after equation (17). So κ(p) = 1 − 1/p, and
the Malthusian exponent is p∗ = 1. Moreover, the dislocation measure is conservative,
and the intrinsic martingale is thus trivial, Mn ≡ 1. Suppose further that the index of
self-similarity is α = 1. One then gets

(k − 1)!

ακ′(p∗)κ(p∗ + α) · · ·κ(p∗ + (k − 1)α)
= k! , k ∈ N ,

so the probability measure ρ appearing in Theorem 3 is simply the standard exponential
distribution.

Just as in the homogeneous case, Lemma 5 reduces the proof to the analysis of the
so-called tagged particle; we shall only provide details on the latter aspect. Recall from
Proposition 6 that the process (χ(t), t ≥ 0) is a continuous time Markov chain, which
enjoys an obvious scaling property. The classical renewal theory yields an important limit
theorem for χ(t) as t tends to infinity, which is due to Brennan and Durrett [29].

Proposition 10 Suppose that the step distribution of the random walk Sn = − lnχn is
not arithmetic. Then under P∗, t1/αχ(t) converges in distribution as t→∞ towards some
variable Yα which can be expressed in the form

Yα =

(
∞∑
n=0

exp(−αRn)en

)1/α

,
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where (R0, R1, . . .) is a random walk with the same step distribution as S and with initial
distribution

ν(S↓)
κ′(p∗)

P∗(S1 > y)dy ,

and e0, e1, . . . a sequence of i.i.d. exponential variables with parameter ν(S↓), which is
independent of the random walk (R0, R1, . . .).

This result can be proven by taking limits as t→∞ in the explicit moment calculations
of Proposition 7(ii), using complex analysis and contour integral, see [18]. We develop
below a more probabilistic approach.

Proof There is no loss of generality in assuming that the fragmentation starts from a single
fragment with unit size. Write T (y) := min {n ∈ N : Sn > − ln y} for every y ∈]0, 1]. We
thus have

P∗(χ(t) < y) = P∗
T (y)∑

n=0

exp(αSn)e′n ≤ t

 ,

where e′0, e
′
1, . . . is a sequence of i.i.d. exponential variables with parameter ν(S↓), which

is independent of the random walk (so that ζn = exp(αSn)e′n is the lifetime of the tagged
particle at the n-th generation). Reversing the indices, we may re-express this quantity
in the form

P∗(χ(t) < y) = P∗
T (y)∑

n=0

exp(−αRn(y))en ≤ yαt

 ,

where Rn(y) := − ln y − ST (y)−n and e0, e1, . . . is a new sequence of i.i.d. exponential
variables with parameter ν(S↓), which is again independent of (Rn(y), n ∈ N). Rescaling
thus gives

P∗(t1/αχ(t) < y) = P∗
T (t−1/αy)∑

n=0

exp(−αRn(t−1/αy))en ≤ yα

 .

When t tends to infinity, so does T (t−1/αy), and, by renewal theory (see for example Chap-
ter 10 in [41]), the sequence (R0(t−1/αy), R1(t−1/αy), . . .) converges in law to (R0, R1, . . .)
where the latter is a random walk with the same step distribution as S, and the initial
variable R0 has the limiting law of the so-called age in a renewal process, that is to say

P∗(R0 ∈ dy) =
P∗(S1 > y)

E(S1)
dy .

This easily yields the statement. �

We now complete the proof of Theorem 3 by pointing out that the distribution of
the limiting variable Yα can be characterized by its moments as follows. Recall that the
function κ is defined in (17).

Proposition 11 For every integer k ≥ 1, we have

E∗
(
Y kα
α

)
=

(k − 1)!

ακ′(p∗)κ(p∗ + α) · · ·κ(p∗ + (k − 1)α)
,

and this determines uniquely the law of Yα.
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Proof It is convenient to combine Propositions 6 and 10 and re-express

Y α
α = exp(−αR0)

∫ ∞
0

e−αΥtdt , (29)

where Υ = (Υt, t ≥ 0) is distributed as the increasing compound Poisson process S ◦
N , where N is a Poisson process with rate ν(S↓) which is independent of R0 and the
random walk S (recall the example at the end of Section 1.1.1). In particular, the Laplace
transform of Υt is given by

E∗
(
e−qΥt

)
= exp

(
−tν(S↓)E(1− e−qS1)

)
= exp

(
−t
∫
S↓
ν(dx)

∞∑
i=1

(
xp
∗

i − x
p∗+q
i

))
,

and finally
E∗
(
e−qΥt

)
= exp(−tκ(q + p∗)) . (30)

On the one hand, it is immediate that

E∗ (exp(−qR0)) =
κ(q + p∗)

qκ′(p∗)
, q > 0 . (31)

On the other hand we shall check that

E∗
((∫ ∞

0

exp (−αΥs) ds

)k)
=

k!

κ(p∗ + α) · · ·κ(p∗ + αk)
, k = 1, 2, . . . (32)

For this purpose, set

It =

∫ ∞
t

exp(−αΥs)ds

for every t ≥ 0. On the one hand, for every positive real number r > 0, we have the
identity

Ir0 − Irt = r

∫ t

0

exp(−αΥs)I
r−1
s ds . (33)

On the other hand, we may express Is in the form Is = exp(−αΥs)I
′
0, where

I ′0 =

∫ ∞
0

exp(−αΥ′u)du and Υ′u = Υs+u −Υs . (34)

From the independence and stationarity of the increments of the Lévy process, we see
that I ′0 has the same law as I0 = I and is independent of Υs. Plugging this into (33) and
taking expectations, we get using (30) that

E∗ (Ir) (1− exp(−tκ(p∗ + αr))) = r

∫ t

0

exp(−sκ(p∗ + αr))E∗(Ir−1) ds

=
r

κ(p∗ + αr)

(
1− e−tκ(p∗+αr)

)
E∗
(
Ir−1

)
.

Finally

E∗ (Ir) =
r

κ(p∗ + αr)
E∗
(
Ir−1

)
,

and since E∗(I0) = 1, we get the formula (32) by iteration, taking r = k ∈ N. Combining
(29), (31) and (32) completes the proof of the first statement.

Finally, as limq→∞ κ(q) = ν(S↓), we see that Y α
α possesses exponential moments of

any order less than ν(S↓), and therefore is determined by its entire moments. �
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4.4 Another strong law via renewal theory

Finally, we turn our interest to a question which is motivated by the mining industry.
Specifically, we are concerned with the stage during which mineral blocks are crushed in
mills to produce a thin powder. Mineral grains are screened during the process, so that
when they become smaller than the diameter of the mesh of a thin grid, they are removed
from the mill.

We use a fragmentation chain to model the crushing process, and we are interested
in the distribution of the small mineral grains that go across the grid. In other words,
we would like to get information about the distribution of the state of a fragmentation
chain when we stop each particle at the instant when it becomes smaller than some small
parameter ε > 0. Clearly, this does not depend on the index of self-similarity α, but only
on the dislocation measure ν. More precisely, we use the genealogical tree representation
and consider

ϕε(da) :=
∑

u∈U ,u6=∅

11{ξu−≥ε,ξu<ε}ξ
p∗

u δξu/ε(da) ,

where u− stands for the parent of u. So ϕε is a random finite measure on ]0, 1[, which
can be viewed as a weighted version of the empirical measure of the particles taken at the
instant when they become smaller than ε and rescaled. Henceforth, we shall suppose that
the fragmentation is not arithmetic as in Proposition 10. Recall also that M∞ denotes
the terminal value of the intrinsic martingale.

Proposition 12 As ε→ 0, ϕε converges in probability to M∞ϕ, where ϕ is a determin-
istic probability measure on [0, 1] given by

ϕ(da) =

(∫
S↓

∞∑
i=1

11{si<a}s
p∗

i ν(ds)

)
da

aκ′(p∗)
.

Proof We start by considering the quantities∑
u∈U ,u6=∅

11{ξu−≥ε,ξu<ε}ξ
p∗

u , ε > 0.

Write Gε for the sigma-field generated by the variables (11{ξu−≥ε}ξu, u− ∈ U), so (Gε)ε>0 is
a reversed filtration. An easy application of the branching property of the marked tree,
similar to that in Proposition 5, implies that∑

u∈U ,u6=∅

11{ξu−≥ε,ξu<ε}ξ
p∗

u = E (M∞ | Gε) ,

and it follows that

lim
ε→0

∑
u∈U ,u6=∅

11{ξu−≥ε,ξu<ε}ξ
p∗

u = M∞ in Lp(P)

for some p > 1.

Next, we turn our attention to first moment estimates. Let f : [0, 1] → R be a
continuous function with support in ]0, 1[, and consider

〈ϕε, f〉 =
∑

u∈U ,u6=∅

11{ξu−≥ε,ξu<ε}ξ
p∗

u f(ξu/ε).
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Fix η > 0 and work under Pη, that is when at the initial time there is a unique fragment
with size η. We compute the expectation of this variable by conditioning on the mark of
the parent u− = v of u and applying the branching property. We get

Eη (〈ϕε, f〉) = Eη

(∑
v∈U

11{ξv≥ε}ξ
p∗

v

∞∑
i=1

11{ξv ξ̃i<ε}ξ̃
p∗

i f(ξv ξ̃i/ε)

)

= Eη

(∑
v∈U

11{ln ξv≥ln ε}ξ
p∗

v

∞∑
i=1

11{ξ̃i<ε/ξv}ξ̃
p∗

i f(ξv ξ̃i/ε)

)
,

where (ξ̃i)i∈N has the law ν(·)/ν(S↓) and is independent of ξv. Integrating with respect
to the latter gives

Eη (〈ϕε, f〉) = Eη

 ∞∑
n=0

∑
|v|=n

11{ln ξv≥ln ε}ξ
p∗

v h(ln ξv − ln ε)

 ,

where for a ≥ 0

h(a) = E

(
∞∑
i=1

11{ξ̃i<e−a}ξ̃
p∗

i f
(
ξ̃ie

a
))

.

Now we can evaluate this expression using the tagged branch and the random walk
Sn = − lnχn, thanks to Lemma 4:

Eη (〈ϕε, f〉) =
∞∑
n=0

E∗
(
11{Sn≤ln η−ln ε}h(ln η − Sn − ln ε)

)
.

Our assumptions enable us to apply the renewal theorem to the renewal process Sn, and
we get the estimate

lim
ε→0

Eη (〈ϕε, f〉) =
1

E∗(S1)

∫ ∞
0

h(a)da ,

where the convergence is uniform in η as long as ε/η → 0.

Then using the extension of the law of large numbers stated in Lemma 5 in a similar
way as in the proof of Theorem 2 (again technical details are left to the reader), we can
check that

lim
ε→0
〈ϕε, f〉 =

M∞

E∗(S1)

∫ ∞
0

h(a)da in L1(P).

Finally, we already know that E∗(S1) = κ′(p∗)/ν(S↓), and on the other hand, an easy
computation gives ∫ ∞

0

h(a)da =

∫ 1

0

f(b)b−1E

(
∞∑
i=1

11{ξ̃i<b}ξ̃
p∗

i

)
db ,

which completes the proof. �
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5 Additive martingales (homogeneous case α = 0)

In this section, we consider a homogeneous fragmentation chain (i.e. self-similar with
index α = 0), say X = (X(t), t ≥ 0) with dislocation measure ν. The starting point of
our study lies in the observation that one can associate to X a whole family of natural
martingales, which includes the intrinsic martingale as a special case. We shall specify
which of these martingales are uniformly integrable, and derive further information on the
asymptotic behavior of homogeneous fragmentation chains. In this direction, recall from
Section 1.1.3 that when ν only charges finite sequences, there is a simple connection with
branching random walks in continuous time; and the properties that we shall establish
here essentially rephrase parts of the folklore of the theory of branching random walks in
the setting of homogeneous fragmentation chains.

Recall also that the Malthusian hypotheses are enforced. It will be convenient to
introduce the following terminology: we say that the fragmentation becomes extinct if
T := inf {t ≥ 0 : X(t) = (0, . . .)} is finite, and that it survives forever otherwise. Plainly,
the fragmentation survives forever a.s. whenever ν(s1 = 0) = 0, and the Malthusian
hypotheses imply that the probability of extinction is always strictly less than 1; see
Proposition 5.

5.1 Convergence of additive martingales

A crucial fact for the study of homogeneous fragmentation is that there is a simple formula
for the moments of the process. Indeed, we know from Proposition 7(i) and self-similarity
that for every p > p and t ≥ 0,

Ex

(
∞∑
i=1

Xp
i (t)

)
= xp exp(−tκ(p)) .

It follows immediately from the branching property and scaling that:

Corollary 3 For every p > p, the process

M(p, t) := exp(tκ(p))
∞∑
i=1

Xp
i (t)

is a non-negative martingale which converges a.s.

In order to investigate the asymptotic behavior of homogeneous fragmentation chains,
it is crucial to know if the limit of the martingale above is strictly positive or zero. A first
step in the analysis is the following elementary lemma.

Lemma 6 The function p → κ(p)/p reaches its maximum at a unique location p̄ > p∗,
which is the unique solution to the equation

pκ′(p) = κ(p) .

More precisely, the function p → κ(p)/p increases on ]p, p̄[ and decreases on ]p̄,∞[, and
the value of its maximum is κ′(p̄) = κ(p̄)/p̄.

42



Proof We first point out that the function κ is concave and increasing. It follows that

the function p→ pκ′(p)− κ(p) decreases on ]p,∞[. (35)

Indeed, this function has derivative pκ′′(p), which is negative since κ is concave. Recall
that κ(p∗) = 0 by the definition of the Malthusian exponent p∗. On the other hand, it is
obvious that limq→∞ κ(q)/q = 0, hence the function p→ κ(p)/p has the same limit at p∗

and at ∞, so it reaches its overall maximum at a unique point p̄ > p∗. In particular, we
deduce from (35) that the derivative of p → κ(p)/p is positive on ]p, p̄[ and negative on
]p̄,∞[. Finally, the derivative must be zero at p̄, which implies that the overall maximum
is given by κ′(p̄) = κ(p̄)/p̄. �

We may now state the main result of this section.

Theorem 4 Assume that there exists some constants a, b > 0 such that

ν

(
∞∑
i=1

sai > b

)
= 0 . (36)

Then for every p ∈]p, p̄[, the martingale M(p, ·) is bounded in Lq(P) for some q > 1.
Moreover its terminal value is strictly positive conditionally on non-extinction.

Proof The proof uses the same route as that of Theorem 1. Recall that all that we need
is to check that the sum of the jumps of the martingale raised to some power q > 1 has
a finite mean, that is

E

(∑
t>0

|M(p, t)−M(p, t−)|q
)
< ∞ . (37)

It is convenient to re-express the left-hand side in terms of the generation of the
fragments. Specifically, denote by ξ

(k)
1 , . . . the fragments of the k-th generation, and by

T
(k)
i the instant when ξ

(k)
i splits. The jump of M(p, t) at time T

(k)
i is

exp(κ(p)T
(k)
i )|ξ(k)

i |p
(
∞∑
j=1

ξ̃pj − 1

)

where ξ̃ is independent of T
(k)
i and ξ

(k)
i and has the law ν(·)/ν(S↓). The conditional

expectation of this quantity raised to the power q, given the splitting time T
(k)
i and ξ

(k)
i

is
c exp(qκ(p)T

(k)
i )|ξ(k)

i |pq ,
where

c :=

∫
S↓

∣∣∣∣∣1−
∞∑
i=1

spi

∣∣∣∣∣
q

ν(ds)/ν(S↓) .

We point out that c <∞; indeed (36) and Jensen’s inequality yield∣∣∣∣∣
∞∑
i=1

spi

∣∣∣∣∣
q

= bq

∣∣∣∣∣
∞∑
i=1

sai
b
sp−ai

∣∣∣∣∣
q

≤ bq−1

∞∑
i=1

s
q(p−a)+a
i ,
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which yields the claim since q(p − a) + a > p provided that q is chosen sufficiently close
to 1.

On the one hand, we know that T
(k)
i is the sum of k+ 1 independent exponential vari-

ables with parameter ν(S↓); in other words it has the gamma distribution with parameters
k + 1 and ν(S↓). In particular,

E
(

exp(qκ(p)T
(k)
i )
)

=

(
ν(S↓)

ν(S↓)− qκ(p)

)k+1

.

On the other hand, we have already seen in (23) that

E

(
∞∑
i=1

|ξ(k)
i |pq

)
=

(
ν(S↓)− κ(pq)

ν(S↓)

)k
.

Because p < p̄, thanks to Lemma 6 we may choose q > 1 small enough so that
qκ(p) < κ(pq), and then the series

∞∑
k=0

E

(
∞∑
i=1

exp(qκ(p)T
(k)
i )|ξ(k)

i |pq
)

converges, which completes the proof of (37).

Finally, checking that the terminal value M(p,∞) is strictly positive conditionally on
non-extinction follows the same argument as in the proof of Theorem 1. �

5.2 Some applications

In this section, we develop some applications of the preceding theorem to the asymptotic
behavior of homogeneous fragmentation. First, we consider the largest fragment.

Corollary 4 The assumptions are the same as in Theorem 4. Then, conditionally on
non-extinction, it holds with probability one that

lim
t→∞

1

t
lnX1(t) = −κ′(p̄) = −κ(p̄)

p̄
.

In other words, the largest fragment X1(t) decays exponentially fast as t→∞, with rate
κ′(p̄). Observe that this is smaller than κ′(p∗) (because p∗ < p̄ and κ′ is decreasing),
which is the exponential rate of decay of a typical fragment; see Theorem 2(i).

Proof For every p > p, we have

exp(tκ(p))Xp
1 (t) ≤ exp(tκ(p))

∞∑
i=1

Xp
i (t)

and the right-hand side remains bounded as t tends to infinity. Hence

lim sup
t→∞

1

t
lnX1(t) ≤ −κ(p)

p
,

44



and optimizing over p yields

lim sup
t→∞

1

t
lnX1(t) ≤ −κ(p̄)

p̄
.

On the other hand, for every p ∈]p, p̄[ and ε > 0 sufficiently small, we have the lower
bound

exp(tκ(p))
∞∑
i=1

Xp
i (t) ≤ Xε

1(t) exp(tκ(p))
∞∑
i=1

Xp−ε
i (t) .

We know that both limits

lim
t→∞

exp(tκ(p))
∞∑
i=1

Xp
i (t) and lim

t→∞
exp(tκ(p− ε))

∞∑
i=1

Xp−ε
i (t)

are finite and strictly positive a.s. conditionally on non-extinction, and we deduce that

lim inf
t→∞

1

t
lnX1(t) ≥ −κ(p)− κ(p− ε)

ε
.

We take the limit of the right-hand side as ε→ 0+ and then as p tends to p̄ to conclude
that

lim inf
t→∞

1

t
lnX1(t) ≥ −κ′(p̄) .

Now, this quantity coincides with −κ(p̄)/p̄, as we know from Lemma 6. �

We point out that the argument of the proof above also shows that the martingale
M(p, t) converges to 0 a.s. (and a fortiori is not uniformly integrable) for p > p̄. In fact,
it can even be shown that the same remains true for p = p̄.

Finally we conclude this section by an application to the asymptotic behavior of homo-
geneous fragmentations which is easily deduced from the martingales that we considered
and classical large deviations techniques. Again, we shall focus for the sake of simplicity
on the case when the dislocation measure ν is conservative. Further, it will be convenient
here to represent the random sequence X(t) = (X1(t), . . .) by the empirical distribution,

ρt(dy) :=
∞∑
i=1

δ 1
t

lnXi(t)
(dy) . (38)

Define the convex decreasing function Λ on ]p,∞[ by

Λ(p) =

{
−κ(p) if p < p < p̄ ,
−pκ′(p̄) if p ≥ p̄ .

Corollary 5 The assumptions are the same as in Theorem 4. It holds a.s. conditionally
on non-extinction that

lim
t→∞

1

t
ln

∫
R

etpyρt(dy) = Λ(p)

for every p > p.
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Proof Let us first prove the statement for a fixed p > p. Observe that∫
R

etpyρt(dy) =
∞∑
i=1

Xp
i (t) .

The case p < p < p follows from Theorem 4, so suppose that p̄ ≤ p. We use the bounds

Xp
1 (t) ≤

∞∑
i=1

Xp
i (t) ≤ Xp−p

1 (t)
∞∑
i=1

X p̄
i (t) .

Recall first from Corollary 4 that lnX1(t) ∼ −tκ′(p̄) as t → ∞, and then from Lemma
6 and Corollary 3 that etp̄κ

′(p̄)
∑∞

i=1X
p̄
i (t) is a martingale which converges a.s. It follows

immediately that

lim
t→∞

1

t
ln
∞∑
i=1

Xp
i (t) = lim

t→∞

1

t
ln

∫
R

etpyρt(dy) = −pκ′(p̄) = Λ(p) a.s.

The limit above holds a.s. simultaneously for every rational number p > p, and by an
immediate monotonicity argument, the proof is complete. �

Pathwise large deviation estimates for the family of random measures (ρt, t ≥ 0) follow
from Corollary 5. Introducing the Fenchel-Legendre transform of Λ,

Λ∗(a) = sup
p>p

(ap− Λ(p)) ,

the classical duality for the Fenchel-Legendre transform (see for example [31]) yields the
identity

Λ∗(a) = κ(p)− pκ′(p) , for every p ∈]p, p̄[ and a = −κ′(p).

Note also that Λ∗(a) =∞ for every a > −κ′(p̄) and that Λ∗ is left-continuous at −κ′(p̄).

Corollary 6 The assumptions are the same as in Theorem 4. The following holds a.s.
conditionally on non-extinction:

(i) For any closed set F ⊆]p,∞[,

lim sup
t→∞

1

t
ln ρt(F ) ≤ − inf {Λ∗(a), a ∈ F} .

(ii) For any open set G ⊆ R,

lim inf
t→∞

1

t
ln ρt(G) ≥ − inf

{
Λ∗(a), a > −κ′(p+) and a ∈ G

}
.

(iii) If moreover κ′(p+) = ∞, then (ρt, t ≥ 0) satisfy the Large Deviation Principle with
the good convex rate function Λ∗ (see for instance [31] for the terminology) .

Proof We aim to apply the Gärtner-Ellis theorem (see Section 2.3 in Dembo and Zeitouni
[31]). The fundamental condition on the behavior of the Laplace transform of ρt (see
Assumption 2.3.2 in [31]), is the conclusion of Corollary 5. Note that the assumption
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p < 1 ensures that 0 belongs to the interior of the domain of Λ. According to Lemma
2.3.9 in [31], every x ∈] − κ′(p+),−κ′(p̄)[ is a so-called exposed point of the Fenchel-
Legendre transform Λ∗, and since Λ∗(a) = ∞ for every a > −κ′(p̄), statements (i) and
(ii) of Corollary 6 merely rephrase Theorem 2.3.6 in [31]. The last statement follows from
the first two and Lemma 2.3.9 in [31]. �

One can interpret Corollary 6 as a multi-scale limit theorem for numbers of fragments.
Specifically, it is immediately seen that when the hypothesis of Corollary 6 is fulfilled,
then we have for every a > −κ′(p+) that

lim
ε→0+

lim
t→∞

1

t
ln #

{
i ∈ N : e(a−ε)t ≤ Xi(t) ≤ e(a+ε)t

}
= −Λ∗(a) .

Observe that this quantity equals −∞ for a > −κ′(p̄), in agreement with Corollary 3.
On the other hand, taking a = −κ′(p) for some p ∈]p, p̄[, we see that, roughly speak-

ing, the number of fragments of size approximately e−κ
′(p)t at time t is approximately

exp (t(pκ′(p)− κ(p))) when t is large. We refer to Berestycki [12] for further developments
in this vein, related to the so-called multifractal spectrum of homogeneous fragmentations
(see also Krell [53] for a related work).

6 Comments

It seems that theoretical works on random fragmentation chains have been motivated
initially by the study of the crushing of blocks of mineral in the mining industry. 3 In
particular, the first significant probabilistic contribution in this field was due to Kol-
mogorov [50] himself in 1941, who provided an explanation for the statistical observation
that the logarithms of the sizes of mineral grains are often normally distributed. In this
direction, Kolmogorov introduced a version of homogeneous fragmentation chains in dis-
crete time as follows. At the initial time consider a mass, say m > 0. At time 1, this mass
is broken randomly, which produces smaller masses, say mξ1 ≥ mξ2,≥ · · · ≥ 0 where
ξ = (ξ1, . . .) has a fixed distribution with

∑∞
i=1 ξi = 1 a.s. (in other words, the disloca-

tion is conservative). The next steps consist of independent iterations, that is each mass
that results from the previous step is broken independently of each other and according
to the same law. Kolmogorov established in this framework the discrete time analog of
Theorem 2 (note that then the intrinsic martingaleM is trivial since the dislocations are
conservative). Nowadays, such a result should be viewed as a special case of the central
limit theorem for branching random walks, see for example [4] and [24].

Further important developments in this vein were made in 1961 by one of Kolmogorov’s
students, Filippov [38], who considered self-similar fragmentation chains as described in
the present chapter. In particular, Filippov proved the version of Theorem 3 in the con-
servative case. This result was then re-discovered independently by Brennan and Durrett
[29] for the binary and conservative dislocations; more precisely these authors obtained a
strong limit theorem in this setting, with almost-sure convergence instead of convergence
in probability. Some special cases of these mathematical results have also appeared in
the literature in physics, see for example [10, 52] and references therein. Baryshnikov

3In this direction it may be interesting to mention that a significant proportion of the energy con-
sumption in the world is used for particle size reduction in the mining industry.
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and Gnedin [8] studied instances of dissipative self-similar fragmentation chains and ob-
tained the convergence of the mean measures associated with the empirical distribution of
fragments. The present statement of Theorem 3 for general non-conservative dislocation
measures was established quite recently in [18].

As it has been briefly mentioned in the Introduction, fragmentation phenomena occur
frequently in physics and have thus motivated a variety of works in this field (see for
example [1, 10, 22, 51, 52] and the references therein). Self-similar fragmentation chains,
as introduced in this chapter, also arise in different areas such as analysis of algorithms (for
example quick-search [30], recursive trees [33], ...), degradation of polymer chains (see [9],
[29], ...), packing problems in communication networks [8], ... In these applications, the
interests concern both deterministic and statistical aspects of fragmentation. The former
are often considered via so-called fragmentation equations that are meant to describe the
evolution of the density of particles in media where particles break at certain rates; a
simple example of such a fragmentation equation is given in Corollary 1. More general
systems where the self-similarity assumption is dropped and further physical phenomena
such as coagulation of particles or spatial motions can be incorporated, have been studied
intensively in the literature, see for instance [36, 37, 56] and references therein. We stress
that stochastic models of fragmentations provide an efficient tool for establishing the
existence and studying properties of pure fragmentation equations; see in particular [39]
and [42].

The genealogical structure of self-similar fragmentation as described in Proposition
3 has arisen first in the context of so-called multiplicative cascades and random fractal
constructions; see the pioneering works of Mandelbrot [62], Kahane and Peyrière [49],
Mauldin and Williams [63], and also Barral [7] and Liu [58] for further references. Of
course, it plays also an important part in branching processes, see for example Athreya
and Ney [5], Jagers [47], and Haccou, Jagers and Vatutin [46]. The so-called Malthusian
hypotheses, 4 the intrinsic martingale, and techniques based on randomly tagged branches,
are classical cornerstones of these theories.

The phenomenon of formation of dust in self-similar fragmentation chains with neg-
ative indices of self-similarity was first observed by Filippov [38]. In the setting of (de-
terministic) fragmentation equations (cf. Corollary 1) with conservative dislocation mea-
sures, it corresponds to a phenomenon of loss of mass or shattering; see [3] and [6]. The
sharper results about a.s. extinction such as stated in Proposition 8 appear in [16]; see
also [39], [42] and [48]. We refer to the recent work of Haas [43] for several deep results
about the regularity of the formation of dust in self-similar fragmentations with negative
indices and conservative dislocation measures, and to Wagner [69] for the study of this
phenomenon for more general processes.

Lemma 5, which provides a key technical step to the limit theorems in Section 1.4,
is due to Nerman [64], who used it to develop a renewal theory for supercritical general
branching processes. The results of Nerman play a crucial role in the asymptotic analysis
of the fragmentation energy (a problem motivated by the mining industry) in [19], from
which Proposition 12 is an excerpt.

Additive martingales are one of the most powerful tools for the study of branching
random walks, both in discrete time (see the well-known article by Biggins [23]) and in

4We stress that hypotheses that we make in Section 1.2.2 are slightly stronger than the usual L logL
conditions, but they are easier to handle for the applications we have in mind.
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continuous time (cf. in particular [25, 54, 68]). The approach to convergence which is
used in Section 1.5.1 relies on a standard application of stochastic calculus for purely dis-
continuous martingales in continuous time. Alternatively, one can also establish Theorem
4 by adapting the conceptual proof of Lyons et al. [61] (see also Lyons [60]) which is
based on a clever argument of change of probability measures. We further point out that
Biggins [25] has obtained a stronger limit theorem for additive martingales associated to
branching random walks, in which convergence holds uniformly in the parameter p, and
this reinforcement yields precise large deviation estimates for the empirical measure of
a branching random walk. Such results can be shifted to homogeneous fragmentation
chains by time-discretization techniques, see [21]. In a somewhat different direction, one
can obtain precise large deviation estimates for the probability of presence of abnormally
large fragments as time goes to infinity. See [20, 21], which extend earlier results in this
vein by Rouault [67] for branching random walks in the sub-critical region.

Finally, fragmentation chains are clearly Markov processes of transitive type, in the
sense that they never return to a state they visited before. Nonetheless, combining frag-
mentation either with random coagulation, or with immigration of particles, may produce
recurrent processes. We refer to the book by Whittle [70], and to the recent works of Ben-
Naim and Krapivsky [10], Berestycki [13], Diaconis et al. [32], Durrett et al. [34], Erlihson
and Granovsky [35] and Haas [44], for some studies of such models.
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de St-Flour XXVII, Lect. Notes in Maths 1717, pp. 1-91, Berlin, Springer, 1999.

[16] Bertoin, J. The asymptotic behavior of fragmentation processes. J. Euro. Math.
Soc. 5 (2003), 395-416.

[17] Bertoin, J. and Caballero, M.-E. Entrance from 0+ for increasing semi-stable
Markov processes. Bernoulli 8 (2002), 195-205.

[18] Bertoin, J. and Gnedin, A. Asymptotic laws for nonconservative self-similar frag-
mentations. Electron. J. Probab. 9 (2004), 575-593. Available via :

http://www.math.washington.edu/ ejpecp/viewarticle.php?id=1463

&layout=abstract.

[19] Bertoin, J. and Martinez, S. Fragmentation energy. Adv. Appl. Probab. 37 (2005),
553-570.

[20] Bertoin, J. and Rouault, A. Asymptotical behaviour of the presence proba- bility
in branching random walks and fragmentations. Unpublished. Available via :

http://hal.ccsd.cnrs.fr/ccsd-00002955.

[21] Bertoin, J. and Rouault, A. Discretization methods for homogeneous fragmenta-
tions. J. London Math. soc. 72 (2005), 91-109.

[22] Beysens, D, Campi, X, and Pefferkorn, E. Fragmentation Phenomena. Singapore,
World Scientific, 1995.

[23] Biggins, J. D. Martingale convergence in the branching random walk. J. Appl. Prob-
ability 14 (1977), 25-37.

[24] Biggins, J. D. The central limit theorem for the supercritical branching random
walk, and related results. Stochastic Process. Appl. 34 (1990), 255–274.

[25] Biggins, J. D. Uniform convergence of martingales in the branching random walk
Ann. Probab. 20 (1992), 137-151.

50



[26] Billingsley, P. Probability and Measure. Third edition. New York, John Wiley &
Sons,1995.

[27] Billingsley, P. Convergence of Probability Measures. Second edition. New York, John
Wiley & Sons, 1999.

[28] Bingham, N. H., Goldie, C. M., and Teugels, J. L. Regular Variation. Cambridge,
Cambridge University Press, 1987.

[29] Brennan, M. D. and Durrett, R. Splitting intervals. II. Limit laws for lengths.
Probab. Theory Related Fields 75 (1987), 109-127.

[30] Chauvin, B., Klein, T., Markert, J.-F., and Rouault, A. Martingales and profile of
binary search trees. Electron. J. Probab. 10 (2005), 420-435. Available via:

http://www.math.washington.edu/ ejpecp/viewarticle.php?id=1513

&layout=abstract.

[31] Dembo, A. and Zeitouni, O. Large Deviations Techniques and Applications. Second
edition. Berlin, Springer, 1998.

[32] Diaconis, P., Mayer-Wolf, E., Zeitouni, O., and Zerner, M. P. W. The Poisson-
Dirichlet law is the unique invariant distribution for uniform split-merge transfor-
mations. Ann. Probab. 32 (2004), 915-938.

[33] Dong, R., Goldschmidt, C. and Martin, J. B. Coagulation-fragmentation duality,
Poisson-Dirichlet distributions and random recursive trees. Preprint available via :

http://fr.arxiv.org/abs/math.PR/0507591.

[34] Durrett, R., Granovsky, B. L. and Gueron, S. The equilibrium behavior of reversible
coagulation-fragmentation processes. J. Theoret. Probab. 12 (1999), 447-474.

[35] Erlihson, M. and Granovsky, B. L. Reversible coagulation-fragmentation processes
and random combinatorial structures: asymptotics for the number of groups. Ran-
dom Structures Algorithms 25 (2004), 227-245.
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