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ABSOLUTE STABILITY RESULTS FOR WELL-POSED
INFINITE-DIMENSIONAL SYSTEMS WITH APPLICATIONS TO LOW-GAIN
INTEGRAL CONTROL*

HARTMUT LOGEMANN! AND RUTH F. CURTAIN?

Abstract. We derive absolute stability results for well-posed infinite-dimensional systems which, in a
sense, extend the well-known circle criterion to the case that the underlying linear system is the series
interconnection of an exponentially stable well-posed infinite-dimensional system and an integrator
and the nonlinearity ¢ satisfies a sector condition of the form (¢(u), ¢p(u) — au) < 0 for some constant
a > 0. These results are used to prove convergence and stability properties of low-gain integral feedback
control applied to exponentially stable, linear, well-posed systems subject to actuator nonlinearities.
The class of actuator nonlinearities under consideration contains standard nonlinearities which are
important in control engineering such as saturation and deadzone.
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1. INTRODUCTION

Absolute stability problems and their relations to positive-real conditions have played a prominent role in
finite-dimensional systems and control theory and have led to a number of important stability criteria for closed-
loop systems obtained by applying unity feedback controls to linear dynamical systems subject to static input
or output nonlinearities, see, for example, Aizerman and Gantmacher [1], Khalil [13], Lefschetz [14], Leonov
et al. [15] and Vidyasagar [28]. Although there is some literature on absolute stability problems in infinite
dimensions (for example, Bucci [4], Corduneanu [7], Leonov et al. [15], Logemann [17], Wexler [33,34]), the
number of results available in the literature is fairly limited, in particular for systems with unbounded control
and observation.

In this paper we study a certain absolute stability problem for the class of well-posed infinite-dimensional
systems which are documented in Salamon [24,25], Staffans [26,27] and Weiss [29-32]. We remark that the
class of well-posed, linear, infinite-dimensional systems is rather general: it includes most distributed parameter
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Figure 1

systems and all time-delay systems (retarded and neutral) which are of interest in applications. Consider the
system shown in Figure 1, where G is the transfer function of an exponentially stable, well-posed, infinite-
dimensional, linear system and ¢ : U — U is a locally Lipschitz nonlinearity which, for some a > 0, satisfies the
sector condition

<¢(U),¢(U) - (Z’U,) < 07 Vue Ua (11)

where U denotes the input space of the well-posed system which is assumed to be a real Hilbert space. Given
b > 0, we study the absolute stability problem of finding conditions on G such that the feedback system in
Figure 1 is stable for all locally Lipschitz ¢ satisfying (1.1) for some a € [0,b). In Section 3 we show that if
G(0) is invertible and the positive real condition

I+g (éG(s)JréG*(s)) >0, se€CwithRes>0 (1.2)
holds, then, for all locally Lipschitz ¢ satisfying (1.1) for some a € [0,b), the equilibrium of the closed-loop
system shown in Figure 1 is stable in the large. Moreover, under suitable extra assumptions on ¢, we prove
that the equilibrium is semi-globally exponentially stable. These results extend, in a certain sense, a part of the
well-known circle criterion, see Remark 3.2, Part (e).

In Section 4 we apply the absolute stability results obtained in Section 3 to the low-gain integral control
problem illustrated in Figure 2, where r € U is the reference vector and k > 0 is the integral gain.

Y

= > 1) »  G(s)
s

Figure 2

We assume that U = R™, G is the transfer function of an exponentially stable well-posed system such that
G(0) is invertible and ¢ : R™ — R™ is a decoupled nonlinearity of the form

¢(U) = [¢1(u1)7 ¢2(U2)a cee 7¢m(um)]T7 Vu= (ula U2,y ... aum)T e R™ )
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where the functions ¢; : R — R are non-decreasing and globally Lipschitz with Lipschitz constants A; > 0.
Setting

K :=sup{b>0:(1.2) holds}, X:=maxA\;,

we prove that for all k € (0, K/)\) and for all reference vectors r satisfying [G(0)]~1r € im ¢, the error e(-) =
r—y(-) is in L2(R4,R™). Moreover, we show that if the impulse response of the linear system (i.e. the inverse
Laplace transform of the transfer function G) is a (matrix-valued) Borel measure and if the initial condition
of the plant is “sufficiently smooth”, then e(t) — 0 as t — oo, i.e., the output y(t) asymptotically tracks the
reference vector r. Under mild extra assumptions on r and ¢, the convergence will be exponentially fast. We
remark that these results considerably improve earlier work by Logemann et al. [20] in the sense that (i) our
results guarantee better asymptotic and faster convergence properties and (ii) our results are not restricted to
single-input single-output regular systems, but apply to the wider class of multivariable well-posed systems.

The paper is organized as follows. Section 2 contains some preliminaries on well-posed infinite-dimensional
systems. Section 3 is devoted to a detailed analysis of the absolute stability problem described above. In
Section 4 we apply the absolute stability theory developed in Section 3 to derive results on the low-gain integral
control problem illustrated in Figure 2. An example of a diffusion process with output delay illustrating our
results is given in Section 5. Finally, some technicalities are relegated to the Appendix.

Notation. Let X be a real or complex Hilbert space; for 7 > 0, R, denotes the operator of the right-shift
by 7 on L} (R4, X), where Ry := [0,00); the truncation operator P, : LV (R, X) — LP(R4, X) is given
by (Pru)(t) = u(t) if t € [0,7] and (P,u)(t) = 0 otherwise; for @ € R, we define the exponentially weighted
LP-space LE(Ry, X ) :={f € L (R4, X)| f(-)exp(—a-) € LP(Ry, X)} and endow it with the norm || f||p,a :=
|l f(-) exp(—a-)||L», where || - ||L» denotes the usual norm in LP(R4, X); for 7 > 0, W2([0,7], X) denotes the
space of all functions f : [0,7] — X for which there exists g € L?([0, 7], X) such that f(t) = f(0) + fgg(s) ds
for all t € [0, 7]; I/Vlic2 (R4, X) denotes the space of all functions f : Ry — X such that for all 7 > 0, the
restriction of f to [0, 7] belongs to W2([0, 7], X); M denotes the space of all R™*™-valued Borel measures on
R4 ; for a € R, we define M,, to be the space of all R"™*"-valued Borel measures on R, with the property that
the exponentially weighted measure E +— fE e~ “ty(dt) belongs to M; for a € R, C, := {s € C|Res > al;
H?(C,, X) denotes the Hardy-Lebesgue space of square-integrable functions defined on C,, with values in X;
for a Banach space Z, H*(C,, Z) denotes the space of bounded holomorphic functions defined on C, with
values in Z; B(X1, X2) denotes the space of bounded linear operators from a Hilbert space X; to a Hilbert
space Xo; we write B(X) for B(X, X); the Laplace transform is denoted by £.

If X is a real Hilbert space, then its complexification is denoted by X.. Every vector z € X, can be uniquely
expressed in the form z = x + iy, where z,y € X. In particular, X C X.. The inner product (-, -) on X extends
in a natural way to a (complex) inner product on X.; a similar statement is true for a linear operator S on X
(see Halmos [12], p. 150, for details). We shall use the same symbol (-, -) (respectively, S) for the original inner
product (respectively, operator) and the associated extensions. A linear operator S : dom(S) C X, — Y., where
Y is a real Hilbert space, is called real, if Sz € Y for all z € dom(S) N X.

2. PRELIMINARIES ON WELL-POSED SYSTEMS

We assemble some fundamental facts pertaining to well-posed linear systems and regular linear systems and
tailored to later requirements: the reader is referred to Salamon [24,25], Staffans [26,27] and Weiss [29-32] for
full details.

Well-posed systems. The concept of a well-posed linear system which will be used in this paper was
introduced in [32]; an equivalent definition can be found in [24]. Let U, X and Y be real Hilbert spaces and let
¥ =(T,®,P,F) be a well-posed linear system with state space X, input space U and output space Y, i.e.

T = (T:)i>0 is a Co-semigroup of bounded linear operators on X;
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® = (®;);>0 is a family of bounded linear operators from L?(Ry,U) to X such that, for all 7,¢ > 0,
& (Put+Rw)=T®u+®w, Yuvecl?(Ry,U);

¥ = (U,);>¢ is a family of bounded linear operators from X to L?(R;,Y) such that ¥ = 0 and, for all
T’ t Z 0)

U, 2 =P,V "+ R ¥T 2", VaileX;
F = (F);>0 is a family of bounded linear operators from L?(R;,U) to L?(R;,Y’) such that Fo = 0 and,
for all 7,¢ > 0,

F, . +(P;u+Rv) =P, Fou+ R, (¥, 8, u+Fw), Vuwvel*(Ry,U).

For an input v € L2 (R4, U) and initial state 2° € X, the associated state function x € C(R, X) and output

loc

function y € L2 (R4,Y) of X are given by

loc

z(t) = T+ ®Pu, (2.1a)
Py = ®;2°+FPu. (2.1b)

3 is said to be exponentially stable if the semigroup T is exponentially stable:
1
w(T) := lim ~In||Ty|| < 0.
t—oo t

¥, and F, will denote the unique operators X — L2 (R,,Y) and L?

loc loc(R+’ U) - L}
satisfying

loc

(R4,Y), respectively,

v, =P, v,, F, =P, F,; V7>0.
For any a > w(T), ¥, is a bounded operator from X into L2(R,,Y) and F,, maps L2(R,,U) boundedly
into L2(R4,Y). If ¥ is exponentially stable, then the operators ®;, ¥, and F; are uniformly bounded. Since
P.Fo =P.F, P, for all 7 > 0, F, is a causal operator, called the input-output operator of X.

Transfer functions. Weiss [29] has established that if & > w(T), then there exists a unique holomorphic
function G : C,,(1y — B(U., Y,) such that

G(s)(Lu)(s) = [S(Foew)](s), Vs€Ca, Yue L2(R.,U),

where £ denotes Laplace transform. In particular, G is bounded on C, for all & > w(T). Moreover, for all
s € (w(T),00), G(s) is a real operator. The function G is called the transfer function of 3.
3 and its transfer function G are said to be regular if there exists a linear operator D such that

lim G(s)u=Du, YVuel,

s—o00, sSER

in which case, by the principle of uniform boundedness, it follows that D € B(U,Y) (in particular, D is real).
The operator D is called the feedthrough operator of 3.

Control and observation operators. The generator of T is denoted by A with domain dom(A). Let
X1 be the space dom(A) endowed with the graph norm. The norm on X is denoted by || - ||, whilst || - |1
denotes the graph norm. Let X_; be the completion of X with respect to the norm ||z|_1 = [[(\ — A) " x|,
where A € o(A) is any fixed element of the resolvent set o(A) of A. Then X; C X C X_; and the canonical
injections are bounded and dense. The semigroup T can be restricted to a Cy-semigroup on X; and extended
to a Cy-semigroup on X_;. The exponential growth constant is the same on all three spaces. The generator
on X_; is an extension of A to X (which is bounded as an operator from X to X_;). We shall use the same
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symbol T (respectively, A) for the original semigroup (respectively, its generator) and the associated restrictions
and extensions. With this convention, we may write A € B(X, X_1). Considered as a generator on X_1, the
domain of A is X.

By a representation theorem due to Salamon [24] (see also Weiss [30, 31]), there exist unique operators
B e B(U,X_1) and C € B(X1,Y) (the control operator and the observation operator of X, respectively) such
that, for all t > 0, u € L2 (Ry,U) and 2° € X3,

loc
¢
@tPtu:/ T; ,Bu(r)dr and (¥.z%)(t) = CT;a°.
0
The so-called Lebesgue extension of C, denoted by Cp, is defined by
1 t
Crz’ = lim C—/ T,2° dr,
t—0 t 0
where dom(C},) is the set of all those 2° € X for which the above limit exists (see [31]). Clearly X; C dom(Cy)
C X. Furthermore, for any 2° € X, we have that T;2° € dom(C},) for almost every ¢ > 0 and
(O o2®)(t) = CLTa®, ae t>0. (2.2)

B is said to be bounded if it is so as a map from the input space U to the state space X, otherwise, B is
said to be unbounded. C' is said to be bounded if it can be extended continuously to X, otherwise, C is said
to be unbounded. If T is exponentially stable, then there exist constants £, B2 > 0 such that, for all t > 0,
u€ L?(Ry,U) and 2° € X,

t
@ Pl = | [ T Butryar| < mlulzzon, (23)
0

t 1/2
|\Iloox°||Lz<o,t;y>—( / |CT7x0|2dT) < Bofla®]|. (2.4)

For any z° € X and u € L2 (R,,U), the state trajectory z(-) defined by (2.1a) satisfies the equation

loc
@(t) = Azx(t) + Bu(t), 2(0)=2", ae t>0. (2.5)

The derivative on the left-hand side of (2.5) has, of course, to be understood in X_;. In other words, if we
consider the initial-value problem (2.5) in the space X _1, then for any 2° € X and u € L% (R, U), (2.5) has

loc
a unique strong solution (in the sense of Pazy [22], p. 109) given by the variation of parameters formula

¢
t— 2(t) = Ty +/ T;_,Bu(r)dr. (2.6)
0

Tt has been shown in [24] that for any 20 € X1, u € W,?(Ry,U) with u(0) = 0 and sy € o(A), the output
function y(-) defined by (2.1b) can be expressed as

y(t)=0C [Tt:no + /Ot T;_,Bu(r)dr — (sol — A)lBu(t)} + G(so)u(t), a.e t>0. (2.7)

If 3 is regular (with feedthrough D), then the state trajectory x(-) defined by (2.1a) satisfies x(¢t) € dom(Cp,)
for almost every ¢t > 0 and the output y(t) given by (2.1b) can be written in the familiar form

y(t) = Crx(t) + Du(t), a.e. t>0. (2.8)
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We know from [10] and [24] that for all s,s9 € o(A), s # so

1
S — 8o

(G(s) — G(s0)) = —C(sI — A)"Y(sol — A)~1B. (2.9)

Moreover, it has been demonstrated in [29] that, if 3 is regular (with feedthrough D), then (sI — A)~'BU C
dom(Cp) for all s € p(A) and the transfer function G can be expressed as

G(s)=Cr(sI —A)'B+ D, VseCymr), (2.10)

which is familiar from finite-dimensional systems theory. The operators A, B, C' (and D, in the regular case)
are called the generating operators of X. Note that in the non-regular case, the generating operators do not
completely determine the system X, since A, B and C determine the input-output operator Fo, only up to an
additive constant (see (2.9)).

Four technical lemmas. In the following let ¥ = (T, ®, ¥, F) be a well-posed linear system with state
space X, input space U, output space Y, generating operators A, B and C, input-output operator F,, and
transfer function G. We state four lemmas on the asymptotic behaviour and the regularity of the solutions
to (2.1) and on the existence and uniqueness of solutions for a certain nonlinear feedback system with (2.1) in
the forward loop.

Lemma 2.1. Let 2° € X. Ifu € L} (Ry,U) and u>* € U are such that u — u®> € L%(Ry,U) for some

loc

a > w(T), then the output y of X (given by (2.1b)) satisfies

y— G(0)u™ € L2(Ry,Y).
Proof: Since a > w(T), the function ¢ — CpTy2° is in L2(R,,Y). Combining this with the identity

y(t) = O T2’ + (Foou)(t), ae.t>0,

it follows that it is sufficient to show that

Foou—y™ € L3(Ry,Y),
where y*>° := G(0)u>. Trivially, we have

Foou—y® =Fo(u—u™) +Foo (u™) — y*°. (2.11)

Since u — u®® € L2 (R4,U) for some a > w(T), we may conclude that Foo(u — u*>®) € L2(Ry,Y). Therefore,
by (2.11), the claim follows if we can show that

Foo(u™®) —y>™ € LA(Ry,Y). (2.12)
To this end take the Laplace transform of Fo,(u®) — y to obtain

(S(Fac (™)~ y™))(5) = T Gls)u™ — Ty = L(G(s) ~ GO (213)

It is clear that the function s — (G(s) — G(0))u*/s is in H?(C,,Y) and therefore, appealing to a well-known
theorem due to Paley and Wiener, it follows from (2.13) that Foo(u™) — y*>° € L2(R4,Y), which is (2.12). O
Lemma 2.2. Suppose that T is exponentially stable. Then, for all x° € X and u € L?>(R.,U), the solution
x(+) of the initial-value problem (2.5) satisfies

lim ||z(t)]| =0, z¢€ L*Ry,X).

t—oo
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Proof: Let o € X and u € L?(R,,U) and assume that T is exponentially stable. It has been shown in [21],

Lemma 2.2, that under these assumptions z € L2(R, X). It remains to show that lim;_, ||z(¢)|| = 0. To this
end note that by the exponential stability of T and (2.3), there exists § > 0 such that

Since u € L?(R4, U), there exists s; > 0 such that

1/2

/t T, Bu(r)dr|| < B (/t llu(r)]||? d7> , t>s5>0. (2.14)

S

¢
/ u(r)||?dr < e?/43%, t>s> 5. (2.15)

Let € > 0. By the exponential stability of T there exists so > 0 such that
|ITiz(s1)|| <e/2, Vt>ss. (2.16)

Now .

x(t) = Ti—g,x(s1) + | Ti—rBu(r)dr,

and hence, by combining (2.14-2.16), we obtain for all ¢t > s1 + 59

. 1/2
el < ITeenatell 45 ([ uPar) < e/zee2=c.

showing that lim;_, ||z(t)|| = 0. |
The following lemma can be found in Salamon [25] (more precisely, it is part of Lem. 2.5 in [25]).

Lemma 2.3. If 2° € X and u € W,2*(Ry,U) are such that Az® + Bu(0) € X, then the solution x(-) of the

loc
initial-value problem (2.5) is continuously differentiable in X.

Suppose that Y = U and consider the following nonlinear system

@(t) = Az(t) + Bo(u(t)), x(0)
at) = k{r—CrTu’ — [Feo(o(u))]

e X (2.17a)
®)}, wu0)=u"ecU, (2.17h)

where the reference vector r € U, the gain parameter £ € R and the nonlinearity ¢ : U — U satisfies a local
Lipschitz condition, that is, for every bounded set W C U there exists a constant [ > 0 such that

lo(u) = ¢()|| <lllu—vl, VuveW.

Of course, y(t) := CpTz" 4 [Foo (¢(u))](t) is the output of the well-posed system X corresponding to the initial
condition £(0) = z° and the input ¢ ou, and so (2.17b) may be written in the compact form @(t) = k(r — y(t)).
For T € (0, o], a continuous function

0,T) = X xU, te(x(t),u(t))

is a solution of (2.17) if (z(-), u(+)) is absolutely continuous as a (X _; x U)-valued function, (z(0),u(0)) = (z°, u°)
and the differential equations in (2.17) are satisfied almost everywhere on [0, a), where the derivative in (2.17a)
should be interpreted in the space X_;3. An application of a well-known result on abstract Cauchy problems

3 Being a Hilbert space X_1 x U is reflexive, and hence any absolutely continuous (X_1 x U)-valued function is a.e. differentiable
and can be recovered from its derivative by integration, see [3], Theorem 3.1 (p. 10).
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(see Pazy [22], Th. 2.4, p. 107) shows that a continuous (X x U)-valued function (z(-), u(+)) is a solution of (2.17)
if, and only if, it satisfies the following integrated version of (2.17)

2(t) = ﬂﬁ+ATF£MMmM, (2.18a)
ut) = u’+ k/o [r— CLT 2% — (Foogp(u))(7)] dr . (2.18D)

The next result asserts that (2.17) has a unique solution: under the assumption that ¥ is regular, this has
been established in [20] (see Prop. 3.1 in [20]). An inspection of the proof in [20] shows that it carries over to
well-posed systems without any changes.

Lemma 2.4. Let ¢ : U — U be locally Lipschitz. For each (2°,u’) € X x U, there exists a unique solution
(x(),u(-)) of (2.17) defined on a maximal interval [0,T). If T < 0o, then

lirtnS;lp(llfﬂ(t)H + [lu(®)]) = oo.
If ¢ is globally Lipschitz, then T = oo.

3. ABSOLUTE STABILITY RESULTS

In the following let ¥ = (T, ®, ¥, F) be a well-posed linear system with state space X, input space U, output
space Y = U, generating operators A, B and C, input-output operator F,, and transfer function G. In this
section we consider the nonlinear system (2.17) with r = 0 and k = 1, i.e.,

(t) = Az(t)+ Bo(u(t)), z(0)=2"€X (3.1a)
a(t) = —CrTa® — [Foo(op()](t), uw(0)=u’ecU. (3.1b)

We assume that ¢ is locally Lipschitz (in the sense of Sect. 2) and sector bounded, i.e., there exist numbers
a < b such that

(p(v) — av,p(v) —bv) <0, YvelU. (3.2)

Let S[a, b] denote the set of all functions ¢ : U — U such that (3.2) holds. It is easy to show that (3.2) holds if
and only if

b—
< 2“umm YveU.

-2

This shows in particular, that if ¢ € 8[a, b], then the graph of ¢ is contained in a (non-convex) cone with vertex
at the origin. For a < b we define

Sla,b) == | J 8[a,d].

a<c<b

Stability in the large

The zero solution of (3.1) is called stable in the large if: (i) for all (z°,u®) € X x U there exists a solution of
(3.1) on Ry (4.e. T = oo in Lem. 2.4); and (ii) there exists a continuous, strictly increasing function p : Ry — Ry
with p(0) = 0 and such that for any [ > 0 the solution of (z(-),u(+)) of the initial value (3.1) satisfies

2%+ e’ <t = lla@l + @] < p@), VE>0.
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Let R, S € B(U,.). If
(Rv,v) >0, VYveU,,
we write R > 0; if the above inequality is strict for all u € U, \ {0}, we write R > 0. Since U, is a complex
Hilbert space, R > 0 implies that R = R*. We write S > Rif S — R > 0.
The following theorem shows that a suitable positive real condition in terms of the transfer function G(s)/s
will ensure that the zero solution of (3.1) is stable in the large if ¥ is exponentially stable and ¢ € 8[0,b).

Theorem 3.1. Suppose that 3 is exponentially stable, G(0) is invertible in B(U) and ¢ : U — U is locally
Lipschitz. Let (2°,u°) € X x U. If there exists b > 0 such that

1+g GG(SH%G*(S)) >0, VseCo, (PR)

and if ¢ € 8[0,b), then the following statements hold:

(a) the zero solution of (3.1) is stable in the large;
(b) the solution (z(-),u(-)) of (3.1) satisfies

Jim [z(t)] =0, ze€ AR X), lim [$(@)] =0, éouc LRy, U);

(¢c) under the extra assumption that dimU = 1, u™ = lim;_,o u(t) exists, is finite and satisfies p(u™) = 0.

Remark 3.2. (a) Since X is exponentially stable, it follows that G(s)/s is holomorphic in Cy. Combining this
with (PR) shows that the function I 4+ b G(s)/s is positive real. As in the finite-dimensional case (see Anderson
and Vongpanitlerd [2], p. 53), it can be shown that (PR) holds if and only if G(0) = G*(0) > 0 and

b /1 . . L
I+ 5 (in(zw) z'wG (zw)) >0, YweR\{0}
In this context it is interesting to note that there exists b > 0 such that (PR) holds if and only if G(0) =
G*(0) > 0 (see Logemann and Townley [21]).

(b) Note that assertion (a) implies the boundedness of the solution (z(-), u(+)) of (3.1) for all (2°,u") € X xU.

(c) If = 1({0}) = {0} and dim U = 1, then it follows from a combination of assertions (a)—(c) that the zero
solution of (3.1) is globally asymptotically stable.

(d) Some of the statements in Theorem 3.1 remain true for time-varying sector bounded nonlinearities. More
precisely, let ¢ : Ry x U — U, (t,v) — ¢(t,v) be continuous in ¢ and locally Lipschitz in v, uniformly in ¢ on
bounded intervals. An inspection of the proof of Theorem 3.1 shows that statement (a) remains true for all
such ¢ satisfying

<¢(t7 U), d)(tv v) - C’U) < 07 v (ta ’U) € RJr xU
for some ¢ € [0,b); furthermore, apart from the convergence of ¢(¢,u(t)) to 0 as t — oo, statement (b) remains
true also.

(e) Consider the feedback system shown in Figure 3, where H(s) is the (rational) transfer function of a
m-~input, m-output, exponentially stable, finite-dimensional system and ¢ : R™ — R™ is a static nonlinearity.
The circle criterion says that if

b
I+35 (H(iw) + H*(iw)) >0, VYweR,

then for all locally Lipschitz ¢ € §[0,b), the closed-loop system shown in Figure 3 is globally exponentially stable
(see [13], p. 409 and [28], p. 227). Hence Theorem 3.1 can be considered as an extension of the circle criterion
to the case where H(s) is of the form H(s) = G(s)/s with G being the transfer function of an exponentially
stable well-posed infinite-dimensional system, i.e. the plant is the series interconnection of an exponentially
stable well-posed infinite-dimensional system and an integrator.
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Y

Figure 3

(f) For exponentially stable single-input single-output systems with bounded control and bounded observa-
tion, the stability properties of the zero solution of (3.1) have been investigated in [33] under the assumption
that ¢ is locally Lipschitz, ¢(v)v > 0 for v # 0 and lim,| fov ¢(w) dw = co. It is shown in [33] that for all
such ¢, the zero solution of (3.1) is uniformly asymptotically stable in the large, provided that

ReG(iw) >e >0, VweR, (3.3)

i.e., G is positive-real in a strict sense*. Trivially, there are many examples where (3.3) is not satisfied, whilst
(PR) holds for some b > 0. <&

Proof of Theorem 8.1: Let (2°,u°) € X x U. By Lemma 2.4 the corresponding solution of the initial-value
problem (3.1), denoted by (x(-),u(:)), exists on a maximal interval [0,T) (where 0 < T < oo) and is unique.
Set @ := G(0) and define for ¢t € [0,T)

2(t) = A7 (), v(t) = QN Cx(t) +u(t)). (3.4)

We proceed in several steps.

Step 1: A differential equation for (z,v).
We claim that (z(t),v(t)) is continuously differentiable in X x U for all ¢ € (0,T") and satisfies

(t) = Az(t)+ A 'Bo(u(t)), =2(0)=:"€ X, Yte (0,7), (3.5a)
o(t) = —o¢u®), v0)=2"€U, Vte(0,T), (3.5b)
where 20 := A712% and 00 := Q7 (C A 2% + u0).

Using the continuity of the functions ¢ — ¢(u(t)) and

0,T)— X, t— /0 T Bo(u(r))dr,

it follows from a well-known result on the existence of classical solutions to abstract Cauchy problems (see
Pazy [22], p. 107) that for all ¢ € (0,T"), z(¢) is continuously differentiable in X_; and (3.1a) holds. As a
consequence, z(t) is continuously differentiable in X for all ¢t € (0,T") and (3.5a) holds. The proof of the claim
for v(t) is more difficult and requires an approximation argument. To this end let Ty € (0,7') be arbitrary.

4If the underlying semigroup is analytic, then this result remains true for unbounded control action, see [4].
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Choose 29 € X; and w,, € W12([0, Ty, U) with w,(0) = 0 such that
lim ||2° — 2% =0, lim |é(u) — Wy L200,70) = 0. (3.6)
n—oo n—oo
Consider the initial-value problem

C(t) = A(:(t) + Bwn(t) ’ C(O) = I% ’ (3.7&)
i(t) = —CTuy — (Foowy)(t), n(0) =u’, (3.7b)

and denote its solution by (x,(-),un(:)). Denoting the output function of ¥ corresponding to the initial
value 20 and the control w,(-) by yn(+), it is clear that the right-hand side of (3.7b) is equal to —y,(t). By
Lemma 2.3, z,, is continuously differentiable in X and hence the function defined by

vn(t) = QHCA 2y, (1) 4+ un(t)] (3.8)
is absolutely continuous with derivative
Un(t) = Q! (C[In(t) + Ailen(t)] - yn(t))

t
Q! <C’[Ttxg —|—/ T, Bw, (1) dr + A~ Bw, (t)] — yn(t)) , a.e. te0,Tp).
0

Invoking (2.7), we obtain
n(t) = —Q1G(0)wn(t) = —wn(t), ae. tc0,Tp],

and thus
vp(t) = v,(0) —/0 wy(T)dr, Vitel0,Tp]. (3.9)

From (3.6) it follows wia standard properties of well-posed systems that for all ¢ € [0, To]

lim ||z,(t) —z(®)|| =0, lm u,(t) =u(t),

n—00 n—oo

and therefore, by (3.4) and (3.8)
lim v,(t) =v(t), Vtel0,To.

n—oo

On the other hand, by (3.6) and (3.9)

lim v () = o° —/0 s(u(r))dr, Ve[0T,

n—oo
showing that

o(t) = 0 — /t b(u(r)) dr, Vte[0,Ty),
which upon differentiation yields (3.5b). ’
Step 2: Exploiting the positive-real condition (PR).

By assumption, ¢ € 8[0,b), and hence there exists b € (0,b) such that

¢ € 8[0,b]. (3.10)
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Choose ¢ € (E,b). We consider the quadruple 2 = (A, A~ B, C, ¢ 1) of operators, which are the generating
operators of an exponentially stable Pritchard-Salamon system® on the spaces X; — X (this implies that =
defines an exponentially stable regular system). The function

H(s) =C(sI — A)'A™'B + %I

is the transfer function of E. By (2.9) we have
1 1
L(Gls) - Q)+ 2T, Vs o(d) s#0.

It is not difficult to show that (PR) implies that @ = G(0) > 0, and hence, in particular, Q = @Q* (this can
be proved exactly as in the finite-dimensional case, see [2], p. 53; ¢f. also Rem. 3.2, Part (a)). Therefore, since
0 < ¢ < b, (PR) guarantees the existence of a constant € > 0 such that

H(iw) + H*(iw) > eI, VweR.

Consequently, by the positive-real Riccati equation theory for Pritchard-Salamon systems in van Keulen [16]
(see Th. 3.10 and Rem. 3.14 in [16]), there exists P € B(X), P = P*, such that

(Azy, P1o) + (Py, Axs) = §<[(A—1B)*15 +Cla1, [(A™ B)*P + Claa), Vai,a2 € X (3.11)
Setting
P=-PeB(X), L= g [C — (A"'B)*P| € B(X1,U),

we obtain using (3.11)

<A351, P:L'g) —+ <P£E1, ALEQ) = 7<L£L‘1, LLEQ) , Vxi,x0 € X3 (312&)
(A™'B)*Pxy = Cxy — \/2/cLzy, Ya,€X;. (3.12b)

Moreover, by a routine argument it follows from (3.12a) and the exponential stability of the semigroup T; that
P > 0. Note that the existence of solutions L and P = P* > 0 to the Lure equations (3.12) is the content of
the Kalman-Yakubovich lemma in the context of the infinite-dimensional system =.

Step 3: A Lyapunov-type argument.
For t € [0,T) define
V(t) := (2(t), Pz(t)) + (v(t), Qu(t)) > 0. (3.13)

By Step 1, V is continuously differentiable. Differentiating V' and using (3.5, 3.12) and the definition of v (see
(3.4)) yields for all t € [0,T)

V(t) = =Lz +2(d(u(t), C=(t) — v/2/eLz(t)) — 2(¢(u(t)), Qu(t)
= =Lz = 2v/2/c(d(u(t), L2(1)) — 2(¢(u(t)), u(t))-

Completing the square gives for all ¢t € [0,T")

V(t) = = L2(t) + v/2/co(u(®))]| + % (leuENI? = clp(u(t)), u(t))) - (3.14)

5See [9,16] for the concept of a Pritchard-Salamon system.
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Since ¢ > b there exists § > 0 such that ¢ = b + & and therefore, using (3.10), we obtain for all ¢ € [0,T)

lo(u()I* = e(d(u(t) ult) = (S(ut)),¢(u(t)) - bu(t)) — 6(d(u(t)), u(t))
—0(@(u(t), u(t)) < *%I\¢(U(t))ll2~

IN

Using this inequality in (3.14), it follows that
. 26 5
V() < —=llo®)l”, vte[o,T).
Hence, since V(t) > 0, integration leads to
¢ ) be
leCu(r)|"dr < 55V (0), Yt e[0,T). (3.15)
0

The inequality (3.15) shows that ¢pou € L2(0,T;U). Combining this with the well-posedness and the exponential
stability of 3, we may conclude that z(¢) is bounded on the interval [0,T) and @ € L?(0,T;U). This implies
the boundedness of (z(t),u(t)) on [0,T) if T < oo, and hence, by the maximality of T, it follows via Lemma 2.4
that T = co. Therefore the solution (z(t),u(t)) exists for all ¢ > 0 and by (3.15)

< . ke
| ot ar < v, (3.16)

Step 4: Proof of statement (a) — stability in the large.

As an immediate consequence of the exponential stability of 3, (2.3, 3.4, 3.13) and (3.16) there exist constants
a1, ag, a3 > 0 not depending on z° and u° and such that

lz(®O1* < aa (|21 + V(0)) < aa([|2”* + |AT12)* + [ CAT2® + *) < as([la®(* + ). (3.17)

Moreover, as was pointed out in Step 2, (PR) implies that @ = @* > 0. Combining this with the invertibility
of @, it follows from standard results on positive operators (see e.g. Rudin [23], p. 314) that the map w —
(w, Qw)l/ 2 defines a new norm on U which is equivalent to the original norm on U. Therefore, using (3.13),
the fact that V'(¢) is non-increasing and P > 0, we may conclude that

v < A1V (0) < Ba(ll2°]* + [u”]%) ,

for some constants (31,32 > 0 which do not depend on z° and u°. From the definition of v(t) (see (3.4)) it
follows that

Q™ u(®)]I* < 282(|2°)1* + [[u°]%) + 21 Q™ CA™ (1)
Combining this with (3.17) yields the existence of a constant 33 > 0 (not depending on z° and u) such that

lu@)lI* < Bs(l=°[1* + [lu®]*) (3.18)

Statement (a) now follows from (3.17) and (3.18).
Step 5: Proof of statement (b) — asymptotic behaviour of z and ¢ o w.

Note that by (3.16),

poue L*R,,U), (3.19)
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and hence, by Lemma 2.2, z € L?(Ry, X) and lim;_, ||z(#)|| = 0. It only remains to show that lim;_, . ¢(u(t)) =
0. To this end note, that that by statement (a) proved in Step 4, u(-) is bounded, i.e. there exists a number
~v > 0 such that

Ju@®)[ <7, Vt>0. (3.20)

Moreover, by the exponential stability of 3 we obtain from (3.1b) and (3.19) that @ € L?(R4, U), which implies
in particular that w(-) is uniformly continuous. By (3.20) and the local Lipschitz property of ¢, the restricted
map @lim« is globally Lipschitz, and therefore, using the uniform continuity of u(-), we may conclude that ¢ou
is uniformly continuous. Combining this with (3.19) and applying Barbalat’s lemma (see [13], p. 192) shows
that limy—. ¢(u(t)) = 0.

Step 6: Proof of statement (c) — asymptotic behaviour of w.

Assume that dimU = 1, i.e. U = R. Note, that by Step 3, Vo := lim;_, o V(t) exists and is finite (since V (+)

is non-negative and non-increasing). Combining this with the fact that lim;_ ||z(¢)|] = 0, we may conclude
from (3.4) and (3.13) that lim; . u(t) = u™ exists and is finite. By continuity of ¢ and statement (b), it
follows that ¢(u™) = lim;_,o ¢(u(t)) = 0. ad

In the following we introduce extra assumptions on the nonlinearity ¢ which will guarantee that u(t) converges
as t — oo in the case that dimU > 1.

Corollary 3.3. Suppose that the assumptions of Theorem 3.1 hold. If there exists b > 0 such that (PR) is
satisfied, if ¢ € 8]0,b) and if the extra assumptions

(A1) ¢~ L({0}) "W is finite for any bounded set W C U,

(A2) infyew ||¢(w)|| >0 for any bounded, closed and nonempty set W C U with ¢~ ({0}) N W =0,

are satisfied, then statements (a) and (b) of Theorem 3.1 hold. Moreover, the limit v = limy_.c u(t) exists,
is finite and p(u™) = 0.

Remark 3.4. Of course, assumption (A2) is automatically satisfied if dimU < oo. Corollary 3.3 shows in
particular that if ¢=1({0}) = {0} and (A2) holds, then the zero solution of (3.1) is globally asymptotically
stable. &

Proof of Corollary 3.3: Let (x(-),u(-)) denote the solution of (3.1). Clearly, since the assumptions of
Theorem 3.1 are satisfied, statements (a) and (b) of Theorem 3.1 hold. Therefore, in particular, im u is bounded
and

lim ¢(u(t)) = 0. (3.21)

t—o0

By assumption (A1), the set Z := ¢=*({0}) N clos(imu) is finite. Moreover, by (A2) and (3.21), Z # ). Note
that since (x(-),u(-)) is the solution of (3.1), u(-) is (absolutely) continuous. So it is sufficient to show that

tlim dist(u(t), Z) =0, (3.22)

since by finiteness of Z and continuity of u, (3.22) implies that for all sufficiently large ¢, u(t) lies in a neigh-
bourhood of exactly one point of Z and hence oo = limg_o u(t) exists with us, € Z C ¢71({0}).

Seeking a contradiction, suppose that (3.22) is not true. Then there exist a sequence (t,) C Ry with
lim,, .o t, = oo and a number £ > 0 such that

u(ty) €{veU:dist(v,2) <e} =: Z..

Defining W := clos(imu \ Z.), it follows that W is closed, bounded and ¢~!({0}) N W = (. Consequently, by
assumption (A2), there exists § > 0 such that ||¢p(w)|| > ¢ for all w € W. Since u(t,) € W for all n € N, we
obtain that ||¢(u(t,))|| > 0 for all n € N, contradicting (3.21). O
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Exponential stability

The following theorem shows that under the assumptions of Theorem 3.1 the zero solution of (3.1) is globally
exponentially stable, provided that ¢ € 8[a,b) for some a € (0,b) (i.e., the nonlinearity ¢ is assumed to satisfy
a more restrictive sector condition than in Th. 3.1).

Theorem 3.5. Suppose that 3 is exponentially stable, G(0) is invertible and ¢ : U — U s locally Lipschitz. If
there exists b > 0 such that (PR) holds and if ¢ € 8[a,b) for some a € (0,b), then the zero solution of (3.1) is
globally exponentially stable, that is, there exist N > 1 and v € (w(T),0) such that for all (x°,u°) € X x U the
solution (x(-),u(-)) of (3.1) satisfies

lz@)l + [lu@)l < Ne”* ([2°] + l«°l), ¥t >0.
Proof: Let K be the supremum of all numbers & > 0 such that

1 1
1+§ (EG(SHEG*(S)) >0, VseCo.

By assumption, K > b > 0. Since ¢ € 8[a,b), there exists ¢ € (a,b) such that ¢ € S[a,c]. Let § € (0,a) such
that ¢+ 0 < K. We define
c+d K

k= < H(s);:ée(s)(prge(s))‘l’ L(s) :=

[V

(r+5a6) "

We know from [21]% that

H, L € H*(Cy, B(U)). (3.23)
Moreover, Lemma 3.10 in [21] yields
1
[Hlloo = sup [[H(s)| = — - (3.24)
s€Cop K
Setting
c—9
"7[](/0) = (b(’U) — KU, 7= D)
and using the fact that ¢ € §[a, ] C §[J, ¢|, we obtain
[P <Allvll, VeeU. (3.25)
Clearly, k > =y, and hence by (3.24)
Y[Hloo < 1. (3.26)

Let € € (0,4) be sufficiently small such that the semigroup e'T; is exponentially stable,

H,Le H*(C_.,B(U)), (3.27)
and
~v sup |H(s)|| < 1. (3.28)
seC_.

6 The results in [21] are proved for matrix-valued G, i.e. dim U < co. However, it is easy to see that the relevant results in [21]
extend to infinite-dimensional input spaces U.
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For all sufficiently small € > 0, (3.27) follows via a routine argument from (3.23) and the fact that G €
H>(C_.,B(U)), whilst (3.28) is a consequence of (3.26) and (3.27) combined with the fact that a holomorphic
function which is bounded in an open vertical strip in the complex plane is uniformly continuous in any closed
vertical substrip (see [8], p. 72).

Let (2°,u%) € X x U and let (x(-),u(-)) denote the solution of (3.1) which satisfies the initial conditions
2(0) = 2° and u(0) = u°. Rewrite (3.1b) in the form

W(t) = —(Too®)(t) — (Fao(tp o+ ku))(t), ae. t>0. (3.29)
By Theorem 3.1, u is bounded and @ € L?(Ry,U). Thus the Laplace transforms (£(u))(s), (£(x o u))(s)
and (£(4))(s) exist for all s € Cy and an application of the Laplace transform to (3.29) combined with a
straightforward calculation yields
(£(w))(s) = L(s)u® — L(s)C(sI — A)"*2® — H(s)(L(W ou))(s), VsecCq. (3.30)
Define bounded operators H, L from L?(R,,U) to L?(R,,U) by setting
Hv= £ YHL(w)), Lv=gYLLWw)); VYvel*R,,U).

By (3.27), H and L restrict to bounded operators from L% _(Ry,U) to L% _(Ry,U). The L% _(Ry,U)-induced
operator norms of H and L are given by

sup ||H(s)|| =:h and sup ||L(s)||=:1, (3.31)
seC_. seC_.

respectively. Taking inverse Laplace transforms in (3.30), we obtain
u=L N (Lu’) — L(¥ooz®) — H(pou).

Taking the L? _-norm of Pu (where t > 0), using the causality of H and estimating gives

Neruoiar) < ([Tl @aop@ra) i [Ttz
0 0 0

n h</0t|eaf¢(u(7—))||2dr)1/2, Vi>0. (3.32)

1/2 1/2

It is clear that the function s — L(s)u® is in H*(C_,U), and therefore by a well-known theorem due to Paley
and Wiener

o0 1 o0
/ e (£ (Lu®)(7)[|* dr = 5— sup / IL(a + iw)u®||* dw < NE[Ju’|?, (3.33)
0 @ [eS)

>—c.J—
where
1 oo 1/2
Ny = (— sup / ||L(oz+iw)||2dw) < 00.
2T a>—c J oo

Combining (3.25, 3.32, 3.33) and using the exponential stability of e*'T;, we may conclude that there exists
N5 > 0 (not depending on z° and u") such that

(f lemutr) P )

1/2 1/2

t
§N1|u0|+N2||x0||+'yh(/ |e”u(T)|2dT> . Vt>0.
0
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By (3.28) and (3.31), yh < 1, and therefore, u € L? _(R4,U), and, moreover,

S 1/2
(/ ||e”u<7)||2d7) < N3l + [[<°]) (3.34)

where
Ny = max(Ny, Na)
1—~vh
Furthermore, since Fo, is bounded from L2 (R4 ,U) to L2 _(Ry,U) with L? _-induced operator norm equal to

foo :=sup ||G(s)]|
seC_.

and ¢ € §[a, ], it follows from (3.34) that
0o 1/2
([ 1emEap@iPar) < Nafella?] + 1071 (3.35)
In order to obtain an exponential estimate for z(t), we multiply the integrated version of (3.1a) by e to obtain
t
eta(t) = e Ty +/ eI, BefT(u(r))dr, Yt>0.
0

Using the exponential stability of the semigroup e*!T; and the fact that ¢ € 8[a, b), it follows that there exists
a constant Ny > 1 (not depending on z° and u") such that

t 1/2
||»”CO|+</0 IesTU(T)IQdT) ] Vi>0.

ez )] < Ny

Combining this with (3.34) shows that
el < Ns (2]l + [u°]), Vt=0, (3.36)

for some N5 > 1 (not depending on z° and u").
Finally, to derive an exponential estimate for u(t), let n € (0,¢). Using (3.1b), a straightforward calculation
gives

%(e”tu(t)) = e 0L et a0 — e (F o p(u)) ()] + ne D [eftu(t)], a.e. t>0. (3.37)

Clearly, the functions
t s eln=elt , t— Cref'Tya’

are in L?(Ry,R) and L?(Ry,U), respectively. Moreover, by (3.34) and (3.35) the functions
teu(t), t e (Foog(u))(t)

are in L?(Ry,U). Integrating (3.37), using the Cauchy-Schwarz inequality and invoking (3.34) and (3.35) shows
that there exists a constant Ng > 1 (not depending on x° and u°) such that

" u(®)] < Ne(|2°] + [«°]), vVt =>0. (3.38)
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The claim now follows from (3.36) and (3.38) with N = 2max(Ns, Ng) and v = —1. O
For W C U and a < b, let Sy [a, b] denote the set of all functions ¢ : U — U such that

(p(w) — aw, p(w) —bw) <0, YweW.

For a < b we define

Swla,b):= |J Swla.d.

a<c<b

Of course, 8y[a, b] = Sla, b] and Syy[a,b) = §[a, b).

Theorem 3.1 and Theorem 3.5 can be used to derive the following semi-global exponential stability result.
The assumptions on the nonlinearity ¢ are more restrictive than in Theorem 3.1, but less restrictive than in
Theorem 3.5.

Theorem 3.6. Suppose that 3 is exponentially stable, G(0) is invertible, ¢ : U — U is locally Lipschitz and
there exists b > 0 such that (PR) holds. If ¢ € 8[0,b) and ¢ satisfies the two extra assumptions

(A3) ¢ € 8ya,b) for some open set V.C U with 0 € V and some a € (0,b),
(A4) inf,ew ||@(w)]| > 0 for any bounded, closed, nonempty set W C U with 0 ¢ W,

then the zero solution of (3.1) is semi-globally exponentially stable, that is, for every M > 0, there exists N > 1
and v € (w(T),0) such that for all (z°,u°) € X x U with ||2°| + ||[u°|| < M, the solution (x(-),u(-)) of (3.1)
satisfies

@) + llu®)]| < Ne”*([|2°] + [[«°]), VE>0.
Of course, for finite-dimensional U, (A4) holds if ¢=1({0}) = {0} (by the continuity of ¢).

Proof of Theorem 3.6: Let M > 0. By statement (a) of Theorem 3.1, there exists R > 0 such that for all
(29, u%) € X x U with [|2°|| + ||u°|| < M, the solution (z(-),u(-)) of (3.1) satisfies

=@ + lu@®)] <R, Vt>0. (3.39)
Since ¢ € §[0,b) and by assumption (A3), there exists ¢ € (a,b) such that
¢ € 8[0,c]N8yla,c].
Define ¢ : U — U by

B(v) if o] <R
b)) =4 (11— i) U+¢(£U) if v >R.
o] [[]l

(3.40)

Clearly, v is locally Lipschitz. Moreover, by Corollary A.2 in Part 1 of the Appendix, there exists ¢ > 0 such
that ¢ € 8[e,b) (this is evident in the case dim U = 1). Consequently, we may apply Theorem 3.5 to the system

() = AL) + Bu(n(t), ¢(0)=¢, (3-41a)
i(t) = —CrTu’ —[Fac(@®m)](t), n(0)=1°, (3.41b)

to conclude that the zero solution of (3.41) is globally exponentially stable. By (3.39) and (3.40) it is clear
that for all initial conditions (z°,u®) € X x U with ||z°|| + [|u®|| < M, the solution (x(-),u(-)) of (3.1) is also
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a solution of (3.41). Therefore, by Theorem 3.5, there exists N > 1 and v € (w(T),0) such that for all initial
conditions (2%, u®) € X x U with [|2°]| + ||u°|| < M,

lz(@)] + llu@)]| < Ne* (|2°] + [[ull),  ¥¢=0.

4. APPLICATIONS TO LOW-GAIN INTEGRAL CONTROL

In this section we apply the results in Section 3 to the so-called low-gain tracking problem described in the
Introduction (see also Fig. 2). As in Section 3, let ¥ = (T, ®, ¥, F) be a well-posed linear system with state
space X, input space U, output space Y = U, generating operators A, B and C, input-output operator F
and transfer function G. In this section we assume that U =Y = R™.

For A > 0, let N1(\) denote the set of all nondecreasing globally Lipschitz nonlinearities f : R — R such that
A is a Lipschitz constant for f. Note that if f € Ny(A\) and f(0) = 0, then f € §[0, \]. Moreover, for A > 0,
N (A) denotes the set of all nonlinearities f : R™ — R™ which are of the form

f(v):[fl(vl)an(UZ)a“' 7fm(vm)]T7 V’U:(’Ul,vg,... 7vm)T€Rma (41)

where f; € Ny(A) for all i =1,... ,m. Sometimes it will be convenient to write (4.1) in the form f = diag(f;).
Clearly, a nonlinearity in N,, () is globally Lipschitz.
Consider the following nonlinear system

@(t) = Ax(t) + Bo(u(t)), =(0)
at) = k{r—CrTwa’ — [Feo(o(u))]

e X (4.2a)
®)}, u(0)=u’€R™, (4.2b)

where r € R™ is the reference vector, k € R is a gain parameter and ¢ : R™ — R™ is a nonlinearity in
Ny(A). The aim is to show that under suitable conditions on ¥, the error e(t) = r — y(t), where y(t) =
CrLT2° + [Foo (6(u))](t), becomes small in some sense as t — o0.

If G is holomorphic and bounded on C_. for some € > 0 (which for example is the case if X is exponentially
stable) and G(0) = G*(0) > 0, then it is not difficult to show that the following positive-real condition

1+§ GG(SH%G*(S)) >0, VseCy (4.3)

holds for all sufficiently small k£ > 0, see Lemma 3.10 in [21]. We define
K :=sup{k > 0: (4.3) holds}-

Recall that M denotes the space of all R™*™-valued Borel measures on R .

Theorem 4.1. Assume that 3 is exponentially stable and G(0) = G*(0) > 0. Let A > 0, ¢ € Ny, (),
k€ (0,K/\) and let r € R™ be such that

¢ = [G(0)]'r €imo. (4.4)

Then the solution (x(-),u(-)) of (4.2) is unique and exists on Ry, and for each u™ € ¢~ 1({¢"}), there ewists
N > 0 such that for all (2°,u°) € X x R™

lo(t) = 2" || + u(t) — u"| < N([|2® = 2" + [Ju® —u"])), V>0, (4.5)

where 2" 1= —A"1B¢". Moreover, the following statements hold:
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) limg oo d(u(t)) = ¢", ¢ou—¢" € L2(Ry,R™);

) limy oo ||2(t) —27|| =0, z—2" € L3R4, X);

) e:=r—y & L*(Ry,R™), where y(t) = CrTi2° + [Foo(p(u))](t);

) under the additional assumption that m = 1, the limit lim;_,oo u(t) =: u exists, is finite and satisfies
P(u>) =¢";

(e) under the additional assumption that ¢=1({¢"}) N W is finite for any bounded set W C R™, the limit

limy o0 u(t) =: u® exists, is finite and satisfies ¢(u>) = ¢";

(f) under the additional assumption that £~1(G) € M, the error e satisfies e = e1 + ea, where e1 is a bounded

function with lim;_,« e1(t) = 0 and ez € L2(R4,R™) for any a > w(T); if additionally T;oz® € X; for

some t9 > 0, then lim;_, e2(t) = 0.

Remark 4.2. (a) Whilst statement (c) of Theorem 4.1 need not imply asymptotic tracking, it does imply that
the error is small for large ¢ in the sense that for all §,e > 0, there exists 7 > 0 such that

pr(ft =7 fle@)] = 6}) <e,

where pur denotes the Lebesgue measure on R .

(b) The assumption in statement (f) of Theorem 4.1 that £71(G) € M implies the regularity of 3. However,
this assumption is not very restrictive in the sense that it seems to be satisfied in all practical examples of
exponentially stable well-posed systems. In particular, it is satisfied if B or C is bounded (see Lem. 2.3 in [18]).
Statement (f) implies that lim;_ ., e(t) = 0, provided that £7(G) € M and Typz" € X; for some t° > 0.

(¢) In applying Theorem 4.1 it is important to know the constant K or at least a lower bound for K. In
the single-input, single-output case it has been shown in [19] how K can be obtained from frequency-response
experiments performed on the linear part of the plant.

(d) In the multivariable case, the applicability of Theorem 4.1 is severely limited by the assumption G(0) =
G*(0) > 0. If we relax this hypothesis on G(0) and only assume that det G(0) # 0, then there exists I' € R™*™
such that TG(0) = G*(0)I'* > 0 (choose, for example, I' = [G(0)] 7). If the control law (4.2b) is replaced by

u(t) = kT{r — CLTyx" — [Foo(o(u))](t)}

and G(s) is replaced by I'G(s) in (4.3), then the conclusions of Theorem 4.1 remain true. However, finding a
suitable “matrix gain” I'" will usually require exact knowledge of G(0).

(e) We remark that Theorem 4.1 considerably improves the main result of [20] (see Th. 3.3 in [20]) in
the sense that Theorem 4.1 (i) guarantees better asymptotic and faster convergence properties and (ii) is not
restricted to single-input single-output regular systems, but applies to the wider class of multivariable well-posed
systems. In particular, the following parts of Theorem 4.1 are new: the stability property (4.5), the fact that
pou—¢" € L*(Ry,R™) and  — 2" € L?(Ry, X) and statements (c)—(e). &

Proof of Theorem 4.1: Let (z°,u®) € X x U. By Lemma 2.4, the corresponding solution of the initial-value
problem (4.2), denoted by (z(-),u(-)), is unique and, since ¢ is globally Lipschitz, it exists on R;. Let u” €
¢~ 1({¢"}) and introduce the nonlinearity

P:R™">R", w—pw+u")—9¢". (4.6)
Since ¢ € N,,,(N), it is straightforward to show that ¢ € 8§[0, A]. Set

z()=z()—2", v():=ul)—u". (4.7)
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We proceed in two steps.

Step 1: We claim that

2(t) Az(t) + By(v(t)), 2(0)=22:=2"-2"€ X, (4.8a)
o(t) = —k{CLT:iz° + [F (@ ()](®)}, v(0)=2":=u’—u" €U, (4.8b)

where, as usual, the derivative on the left-hand side of (4.8a) has to be interpreted in X_;. Equation (4.8a)
follows easily from (4.2a). Moreover, setting

3(t) == — Co T — [Fa(7)](8),

we obtain from (4.2b) that
0(t) = k{o(t) = CLTez" = [Foo (1(v)](1)}-
It remains to show that #(¢) = 0 for a.e. ¢ > 0. Using Laplace transforms and (2.9), we obtain

(@) = -l — A~ SG(s)¢"

= —(G(s) - G(O))¢" + C(sT — A)' A7 B =0,

showing that o(t) = 0 for a.e. t > 0.
Step 2: For k € (0, K/\), we may apply Theorem 3.1 to (4.8) in order to derive (4.5) and

Jim [z()] =0, z€ L*(R,, X), Jim p(u(t)) =0, ove L*(R,,R™). (4.9)
—00 —00

Statements (a) and (b) now follow from (4.9). Furthermore, using that ¢=!({¢"}) = ¢~ ({0}) + u", statements
(d) and (e) are easy consequences of Theorem 3.1, Corollary 3.3 and Remark 3.4. Statement (c) follows from

Lemma 2.1, the exponential stability of 3 and statement (a). To prove statement (f), decompose e = e + ea,
where

e1(t) =1 — [€7HG) x p(w)](t), ea(t) = —CrTea®. (4.10)

Clearly, using the exponential stability of T, e € L2(Ry,R™) for any a > w(T) and lim;_, e2(t) = 0 if
Twz® € X for some t° > 0. Finally, since lim; .o ¢(u(t)) = ¢" and £71(G) € M, it follows from Gripenberg
et al. [11] (Th. 6.1, Part (ii), p. 96) that

lim e;(t) =r—G(0)¢" =r—r=0.

t—oo
O

Remark 4.3. Suppose that ¢ = diag (¢;), where the functions ¢; : R — R are non-decreasing. If we replace the
global Lipschitz assumption on ¢; by the weaker assumption that ¢; is locally Lipschitz and ¢;(-) —¢;(0) € 8]0, b]
for some b > 0, then it is not difficult to prove that the function 1 defined in (4.6) is in 8[0, 8] for some b > 0.
An inspection of the proof of Theorem 4.1 then shows that the conclusions of Theorem 4.1 remain true for all
sufficiently small & > 0. <&

Under certain additional assumptions on ¢ and r, it can be shown that the variables x, u and y converge
exponentially fast. This will be addressed in the next result, Theorem 4.5. In order to state and prove this
theorem, we need some preparation.
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Let f € N1(A). The Clarke [5,6] generalized directional derivative f°(v;w) of f at v in direction w is given

by
f(€+hw) = f(€)
h

f°(v;w) = limsup
§—v
h10

Define f~(-) := —f°(-;—1) (if f is C! with derivative f’, then f~ = f’). A point v € R is said to be a critical
point (and f(v) is said to be a critical value) of f if f=(v) = 0. A point v = (vy,...,v,)T € R™ is called a
eritical point (and f(v) is said to be a critical value) of f = diag(f;) € Ny () if there exists j € {1,... ,m}
such that v; is a critical point of f;. Note that if f € N,,(\) and w € im f is not a critical value of f, then
f~1({w}) is a singleton.

We record the following technicality for later use. The proof can be found in the Appendix, Part 2.

Lemma 4.4. Let A > 0 and f € Ny, (N). If f(0) = 0 and 0 is not a critical point of f, then there exist a € (0, \)
and an open set V.C R™ with 0 € V' such that f € Sy [a, M.

Recall that by definition a R™*™-valued Borel measure p on R is in M, (where a € R) if the exponentially
weighted measure E +— f E e~“ty(dt) belongs to M. Equivalently, M, is the space of all R™*™-valued Borel
measures 4 on Ry such that [~ e=**|u|(dt) < oo, where |u| denotes the total variation of .

Theorem 4.5. Assume that X is exponentially stable and G(0) = G*(0) > 0. Let A > 0, ¢ € Ny, (A) and
ke (0,K/X). Let r € R™ be such that

¢" = [G(0)]"'r €im¢
and ¢" is not a critical value of ¢. Let u” be the unique element in R™ such that ¢p(u”) = ¢" and set " :=
—A~YB¢". Then, for given M > 0, there exist N > 1 and v € (w(T),0) such that for all (x°,u°) € X x R™
with |20 — 27 || + ||u® — u"|| < M, the solution (z(-),u(-)) of (4.2) satisfies

() — 2" || + [[u(t) — '] < Ne"'(|]a° = 2" || + [u’ —u"||), Vi>0, (4.11)
and
lp(u(t) — ¢"[| < ANe’*(||la® — 2| + [[u® —u"]), V>0, (4.12)

Moreover, for all (2°,u®) € X x R™ with ||2° — 2" || + [|u® — u"|| < M, the following statements hold:
(a) for any a > v, e:=71—y € LE(R4,R™), where y(t) = CL T2’ + [Foo (6(u))](t);
(b) under the additional assumption that £71(G) € M, for some a < 0, the error e satisfies e = e1 + ea,
where e; € LF (R4, R™) for any f > max(a,v), and ez € L%(R+,R7’L) for any B > w(T); if additionally
Tz’ € Xy for some t° > 0, then ey € LF R4, R™) for any B> w(T).

Remark 4.6. (a) Statement (b) shows that exponentially fast asymptotic tracking is guaranteed if £~1(G) €
M, for some a < 0 and Twz® € X; for some t° > 0. Again, the assumption that £7'(G) € M, for some
a < 0 is not very restrictive and seems to be satisfied in all practical examples of exponentially stable well-posed
systems. In particular, this assumption is satisfied if B or C' is bounded (see Lem. 2.3 in [18]).

(b) We mention that Parts (c) and (d) of Remark 4.2 and Remark 4.3 remain relevant in the context of
Theorem 4.5.

(¢) As compared to the main result in [20] (see Th. 3.3 in [20]), Theorem 4.5 is entirely new: the issue of
exponential decay is not addressed in [20]. <&

Proof of Theorem 4.5: Let (z°,u®) € X x U. By Lemma 2.4, the corresponding solution of the initial-value
problem (4.2), denoted by (z(-), u(+)), is unique and exists on Ry. Let v, z and v be defined by (4.6) and (4.7).
Clearly, by the assumptions on ¢, ¥ € N,,(A), ¥»~1({0}) = {0} and 0 is not a critical value of 9. Invoking
Lemma 4.4, we see that there exists a € (0, A) and an open set V' C R™ with 0 € V such that ¢ € Sy[a, A].
For k € (0, K/\) we may apply Theorem 3.6 to (4.8) in order to derive (4.11) and (4.12). Statement (a) follows
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from Lemma 2.1 and (4.12). In order to prove statement (b), we write e = e; + ea, with e; and ey defined by
(4.10). The claim for ey follows immediately from standard results on admissible observation operators. Finally,
to prove exponential convergence of ey, set p := £71(G). By assumption pu € M, for some o < 0. The function
t — |le1(t)|| can be estimated as follows

llex @I < [l x (o(w) = "D + [ (1% ¢"0) () = G(0)¢"[|, VE=>0, (4.13)

where 6 denotes the unit-step (Heaviside) function. Let S > max(a,v). Then, by (4.12), the function ¢ —
e P|p(u(t)) — ¢"|| remains bounded as t — co. Since i € Mg, the measure E — [, e~ u(dt) belongs to M.
Hence, by [11] (Th. 3.5, Part (i), p. 119), we may conclude that there exists M; > 0 such that

e [ux (d(u) = "O)()]| < My, V0. (4.14)

Moreover, My := [~ e=*!|p|(dt) < oo, and thus

(o) o0
e P (ux @"0)(t) — G(0)¢" || < ||¢T|\6_O‘t/ |ul(dr) < H(IVH/ e " |ul(dr) = Ma|¢"|| - (4.15)
t 0
Consequently, appealing to (4.13-4.15), we deduce that the function Ry — R, ¢ +— e~ P*||e;(¢)|| is bounded. O

5. EXAMPLE: DIFFUSION PROCESS WITH OUTPUT DELAY

Consider a diffusion process (with diffusion coefficient £ > 0 and with Dirichlet boundary conditions), on
the one-dimensional spatial domain I = (0, 1), with scalar nonlinear pointwise control action (applied at point
xp € I, via a nonlinearity ¢ with Lipschitz constant A > 0) and delayed (delay h > 0) pointwise scalar observation
(at point z. € I, z, > xp.). We formally write this diffusion process as

2t(t, @) = Kzpe(t, 1) + 6(x — 2)P(u(t),  y(t) = 2(t — h,zc)
z(t,0) =0=z(t,1), forallt>0.
For simplicity, we assume zero initial conditions:
z(t,x) =0, for all (¢,2) € [—h,0] x [0,1].

This system was analyzed in the context of low-gain integral control in [19,20]. With input ¢(u(-)) and output
y(+), this example qualifies as a well-posed linear system with transfer function given by

e~ sinh (:Eb (s/n)) sinh ((1 — ) (s/n)) .
/i\/Wsinh \/(s/—m)

It is not difficult to show that £71(G) € LL(R4+,R) C M, for any a > —r7?.
From [19] we know that

G(s) =

1 62
IG'(0)]  ap(1 — ) (6hk + 1 — a2 — (1 — z.)2)

K =sup{k > 0] (4.3) holds} =

Note the dependence of K on the time-delay h: the larger h, the smaller K. By Theorem 4.5, Part (b), for each
k € (0, K/)), the integral control

ult) = k / I — y(t)) dt



418 H. LOGEMANN AND R.F. CURTAIN
guarantees exponentially fast asymptotic tracking of every constant reference value r such that

r_ T - RT .
e T T

and ¢" is not a critical value of ¢. Note that ¢" does not depend on h. It is easy to see that if 0 € im ¢, then
the range of values of r which can be tracked becomes maximal if . | =, = 1/2.
For purposes of illustration, we adopt the following values

1 2
k=0.1, Ty =735 Te=73, h=1

and we consider a nonlinearity ¢ of saturation type, defined as follows

1, u>1
ur— g(u) =< u, uwe(0,1)
0, u<0

In this case, K = 243/620 ~ 0.3919 and A\ = 1. The critical values of ¢ are 0 and 1. For r = 1, we have

ro__ r . K B B
v = G(0)  xp(1— ) =09¢€[0,1] =im¢.

In particular, ¢" is not a critical value of ¢. In each of the following three cases of controller gains
(i) k=0.39, (ii) k=0.26, (iii) £k = 0.13,

Figure 4 depicts the output behaviour of the system under integral control, while Figures 5 and 6 depict
the corresponding control input and integrator state, respectively. Figure 7 illustrates the evolution of the
temperature profile z(t,-) in case (i). These figures were generated using SIMULINK Simulation Software
within MATLAB, wherein a truncated eigenfunction expansion, of order 20, was adopted to model the diffusion
process.

14

1.2+ B

08t |
| .. (iii) 7

0.6 (ii controlled output y

04t |

0 I I I I I
0 5 10 15 20 25 30

Figure 4: Controlled output.



ABSOLUTE STABILITY RESULTS FOR INFINITE-DIMENSIONAL SYSTEMS 419

1.4

1.2 B

o8l iii) 1
06 1
04t control input ®(u) .
02f 1

Figure 5: Control input.

1.4

2 (i) g

08} 8
06f 8
04t integrator state u g
02 8

Figure 6: Integrator state.

T FF T
F
T T 7

Figure 7: Temperature profile in case (i) (k = 0.39).

6. CONCLUSIONS

In this paper we have proved a number of absolute stability results for well-posed infinite-dimensional systems
which guarantee, depending on the assumptions imposed on the nonlinearity, stability in the large, semi-global
exponential stability or global exponential stability. These results are certainly new in the context of infinite-
dimensional systems, but might also exhibit some novelty in the finite-dimensional case: the authors were unable
to find finite-dimensional versions of the main results in Section 3 in the literature. Our approach is based on
a particular coordinate transformation combined with a Lyapunov-type analysis of the transformed system in
which the positive-real Riccati equation theory for Pritchard-Salamon systems given in [16] plays an important
role. In Section 4 the absolute stability results were applied to the low-gain integral control problem resulting in
substantial improvements of the main result in [20]. An interesting problem for future research is the question
whether the absolute stability results in Section 3 remain true if we replace the positive-real condition (PR) by
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the less restrictive assumption that there exists ¢ > 0 such that

%1+¢G@Hcﬁ@»+<?xg+éewg)zo,vsecm

This seems to be a difficult and challenging problem: in particular, a Lyapunov stability analysis based on the
above positive-real condition (for ¢ > 0) would involve considerably more unboundedness than the Lyapunov
analysis for the case ¢ = 0 given in Section 3.

APPENDIX

Part1

In this part of the Appendix we prove that there exists ¢ > 0 such that the function ¢ : U — U as defined
in (3.40) is in S[e,b), provided that ¢ € §[0,b) and ¢ satisfies assumptions (A3) and (A4) of Theorem 3.6. To
this end we recall some properties of sector bounded nonlinearities which will be used freely in the following.

Let W C U and a < b. For any function f : U — U we have

<
5 =

w], YweW. (A1)

fedwlab ‘P@0a+bwu b;a

From this it follows that if f € Sw[a, b], then f € Sw|c,d] for all numbers ¢ and d with ¢ <a <b <d.
Lemma A.1. Let f:U — U be a function. Suppose that f € 8[0,b) for some b > 0 and that

(a) there ezists a neighbourhood V- C U of 0 and a number a € (0,b) such that f € Sy [a,b);
(b) infyew || f(w)]| > 0 for any bounded closed nonempty set W C U with 0 ¢ W.

Under these conditions, for any bounded nonempty set Y C U, there exists € > 0 such that f € 8y[e,b).
Of course, Lemma A.l is not surprising and, if dimU = 1, the result is obvious and trivial. However, the
case dim U > 1 requires a proof.

Proof of Lemma A.1: Let Y C U be bounded and nonempty. Since f € 8[0,b) and by assumption (a), there
exists ¢ € (a, b) such that f € 8[0,¢] NSy [a,c]. Let n > 0 be such that for all v € U

v <n = veV. (A.2)
Let d € (¢,b). We claim that there exists € > 0 such that f € 8y[e,d] C Syle, b). Seeking a contradiction,
suppose that the claim is not true. Then there exist sequences (¢,) C (0,a) with lim, . &, =0 and (v,) CY
such that
(f(vn) — envp, f(vp) —dv,) >0, VneN. (A.3)
Since f € Sy |a, ] C Sy [en,d], we obtain from (A.2) and (A.3) that
lonll >n >0, VneN. (A4)
By (A.3),
£ (@))1? > (d 4 €n){(f (vn), v0) — den|lon]|?, VneN. (A.5)

Moreover, since f € 80, ¢]

1£ @a)lI2 < e(f(wn), v}, VY EN. (A6)
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The set
W := clos{v, : n € N}
is a bounded closed set, and, by (A.4), 0 ¢ W. By assumption (b), there exists v; > 0 such that

@I >m, ¥neN. (A7)

Setting vo 1= sup,,cy ||vnl|? < 0o, it follows from (A.5-A.7) that
V2
chJrsn—ench—, VneN.
1
Since lim,, o £, = 0, this implies ¢ > d, in contradiction to d € (¢, b). O

Corollary A.2. Suppose that ¢ € 8[0,b) satisfies the assumptions (A3) and (A4) in Theorem 3.6 and let
R > 0. Then there exists an open neighbourhood V. C U of 0, a number ¢ € (a,b) and € > 0 such that
¢ € 8[0,c] N8y [a,c] and the function ¢ : U — U defined by

o(v) o =R
1-— — ) R
‘ n|)”+¢ﬂvW” 7>

is in 8[e, b).

Proof: Since ¢ € 8[0,b) and since ¢ satisfies assumption (A3), it is clear that there exist an open neighbourhood
V C U of 0 and a number ¢ € (a,b) such that ¢ € §[0,c] N 8y ]a,].
Let d € (c,b) such that 2c —d > 0 and let § € (0,2c — d). Setting

cR

()_¢( mva

v) -

o]

we have for v € U with |jv]| > R,

ol + o) = =20l + (e = d)oll + )] (A.8)

2 2

qu)(”)dJré’UH < 2 —d —

Now b: U \ {0} — U is a bounded function, and so there exists R > R such that
o) < (d=<)llv]l, Vve Eg,
where Ej := {v € U : ||v]|| > R}. Combining this with (A.8) and applying (A.1) yields
Y € 8p,10,d] C 8g,[6,0).
To prove the claim, it remains to show that there exists € € (0, d) such that
Y € 8p,le,b),

where By :={veU:|v| < R}. This in turn will follow from Lemma A.1 if we can prove that ¥ € 8[0,b) and
1) satisfies assumptions (a) and (b) of Lemma A.1. To this end we proceed in three steps.

Step 1: We show that ¢ € §[0,b). Using the fact that ¢ € 8]0, c|, we obtain that for all v € U with |jv|| > R

s (o) e e (i)~ o] <5 (- o) i+ 3R = 501 a0

oo~ =
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Since ¥ (v) = ¢(v) for all v € U with |[v|| < R and ¢ € §[0, ¢], it follows from (A.1) and (A.9) that ¢ € §[0,¢] C
§[0,0).

Step 2: Clearly, the set Vg = {v € V : ||v|| < R} is an open neighbourhood of 0, and by construction
Ve SVR [av b) )

showing that ¢ satisfies assumption (a) of Lemma A.1.

Step 3: To prove that v satisfies assumption (b) of Lemma A.1, let W C U be nonempty, bounded and closed
with 0 € W. Define Wg := {w € W : ||w|| < R}. Then Wg is bounded and closed, and, if Wr # (), we obtain
using assumption (A4) that

Jnf ()l = int [l$(w)] > 0. (A.10)

Furthermore, for all w € U with ||w| > R

e > (1= g ol = o (i) - g 2 (1~ gy ) ot - 57 =t =

where in the second inequality we have used that ¢ € 8[0,c]. We see that for any n > 0

Lt )] > 0. (A.11)

Finally, for n > 0, define
B(R,m):= {we U: R < |lw| < R+n}

By assumption (A4), inf|,j=r [[¢(v)|| > 0, and hence it follows that there exist v > 0 and #* > 0 such that for

all n € (0,n%)
’(;S (iw) H >  sup (c (1 - i) ||w|> +7. (A.12)
]l weB(R,n) [[w]l

Therefore, since for all w € U with ||w]| > R

v =0 () + (1~ )

we may conclude using (A.12) that

in
weB(R,mn)

inf >y>0, VYne(0,n%).
wellﬁm)l\w(w)l\_v n € (0,17)

Together with (A.10) and (A.11) this leads to

inf
Jnf J[y(w)ll >0,

showing that v satisfies assumption (b) of Lemma A.1. o
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Part 2

This part of the Appendix contains a proof of Lemma 4.4. We prove the following result of which
Lemma 4.4 is an easy consequence.
Lemma A.3. Letb > 0 and f € N1(b). If f(0) = 0 and f~(0) > 0, then there exist constants € > 0 and
a € (0,b) such that
av? < flo)v <v?, Vo€ (—¢,e),

i.e., f € 8(78,6) [aa b]
Proof: Since f € N1(b) and f(0) = 0 it follows easily that

fwv <bv?, VYveR.
It remains to show that there exists a € (0,b) and £ > 0 such that
av? < f(v)v, Vv e (—¢¢). (A.13)

Seeking a contradiction suppose that (A.13) is not true. Then there exist sequences (v,) C R\ {0} and
(an) C (0,b) with limy,— e v, = 0 and lim,— @, = 0 and such that

an’ui > f(vn)on

Clearly, (v,) must contain a subsequence (v,,) with either v,, > 0 for all j € N (Case 1) or v,, < 0 for all
j € N (Case 2).

Case 1: Setting §; = h; = vy, it follows that

f& —hj) = F&) _ FO) = f(&) _ [

) > —Qn; -

hj & 3
This yields f°(0; —1) > 0, and hence, f~(0) < 0, contradicting the hypothesis that f~(0) > 0.

Case 2: Setting {; = 0 and h; = —v,;, we have

& —hi) = f(&)  flon,) > Un;

h; B |Un1| " |U7Lj|

—Qp; -

Again, this yields f°(0; —1) > 0, and hence, f~(0) < 0, contradicting the hypothesis that f~(0) > 0. O
We would like to thank Adam D. Mawby (Bath) for performing the simulations in Section 5.
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